STATISTICAL CONCEPTS IN GENETICS

Mimcograph Noe 1

I, Introduction = Ratos of gonctic improvoment of plants and animals arc
affoctod by numerous variablos, c.ge., systom of breoding, mothod of
sclection, mode of inhcritance of important charactoristics, tho ox=
tont to which phonotype rosponds to non-gonetic variables, roproduc=
tive rato, etes Whilo wo rocognize the qualitative offccts of many
such factors, we do not always kmow tho magnitudo of thesc offccts
as procisely as wo would like, In this coursc wo shall be conccrnod
with tho quantitative cffeots of factors which influonco the moans
and veriancos of genetic populationse

The material to bo proscnted will fell far short of what might
bc considorod, Limiting factors will bo time, the fact that tho
quantitative offocts of cortain knowm variations in genctic mochanism
have not boon investigatoed, and the compotoncy of the instructor,

The genoral proccdurc will bo to considor simple gonetic situntions
first, thon goncralizc to more complox situations whore possiblo,

The subjoct motter will be mothomatical in mature but for the
most part nothing more complicated than rather simplo algobra will
be ealled for. In the fow cxcoptiomal instances unfamiliarity with
the mathomatical tools should not intorforc with understonding what
is. involved,

Porhaps the most importont thing to rcomembor in considering a
subjoct such as this is that mathomatics like all forms of inductiwve
logic loads to correct answers only whon basic assumptions arc
corrcete. - Consoquently oach mombor of tho groups should be on guard
against violation of gonctic principles and against application of
formulac dorived in situations wherc assumptions involved in tho
dorivations do not hold, On the othor hand it will froquently prove
uscful to analyze an artificial situation as a guide to what occurs
in o situation which is rolated but connot be complotoly spocifiocds

II. Statis.tical formalac
Ae Variance (p7)
ls Consider a population the individuals of which arc
X4, Xz, Xa, I
Tho ;':xmn (X) is

x]_"'xp"'xz-'-o
N
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The variance, 2 = ﬂX_N.l[.L - S5(x*) —Ll'f)_ W)
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Letx1=x1-3-(,x,2=xz-x, etc,

Then g# = _sz (2)
N
2, Form a new population by dividing each X by c.
2-(1 L .x_z_ ’ 2{.5. o e e
c c ¢
SR,
Its mean equals S £ = X
N c
X x x X
T 3 T 5=, e
c
x \2
The variance = s( T ) o §x2 _ 0-',2(
N No2 o (3)

B. The correlation coefficient (r) and the regression coefficient (b)
Consider two populations
Xys Koo Xy o 0 0 o with mean X, and

Vs Yoo Yoo o 0 o s with mean ¥.

po SE-X)Y-Y)
Ns(x - X)%.5(Y - 7)2

(4)
or if x1=X1-X, x2=xz-i,etc.
and Y]_ = Yl L ?, yZ = Yz - ?, etc,.

= Sxy

=53y - Swh _ : o
'\]SXZoSYz A|8%¢ s Ng=y oy '
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By e sx -0 -%) _ suy

s(x - %)? %2 (6)
_sE-BDE -9 _ swy
S S(Y - 7)2 sy2 (68)
r s Sy _[Emew =4 ;
Nsx? 5y2 \]sz.syz I\lb‘“x e (7)

The regression equation for estimating Y from X is
Yy = T+ bx
¥ - Y is the difference between an observed Y and the value
that would have been estimated from the regression equation on
the basis of the associated value of X, hence is called a
deviation from regression.
Y-Y,=Y-T-bx=y=bx
S(Y = ¥o)? = S(y - bx)2 = S(y* = apay+ ¥22)
Sy - 2bSxy + b2sx? = 5y - 2 SLIW Sy 4532
5x? 52 ,8x2

sy2 = (5%9)? fox2 (8)

This value is called the sum of squares for deviations from
regressione
(Notes The method of computing b 1s such that S(Y = ¥, )2 is
a minimum, is0, it is smaller than would result if any other
value wore substituted in the regression equation for the
b obtained.)

Ye ~ Y is the deviation of an estimated value of Y.from the
mean of Y. S(Ye - ?)2 is accordingly called the rogression
sum of squarcs,

Ye-?=T+bx-‘?=bx
o

S(Y. - ) =spPx2 = blsx? = Sy oSHY 5% _ (sxy)?

° sx®.5x%  gx? (®)
S(Y = ¥)2 +8(r, + T)2 = sy? - L2, (s)? = sy2 (10)
sx? Sx
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We can theroforc state that the sum of squares for Y is the
sum of two parts; (1) The rogression sum of squares, and

(2) the sum of squares of the deviations from rogression,

Or we can say that the total variance 8Y%, in Y can be divided

into two parts: b
s(x. - 92
—-a_ _°.  tho variance in Y associated with varianco in X,
N and
s(Y - ¥,)?

(commonly called the standard orror of estimate),

] the varience in Y indopendent of varianco in X,

C. The Variance of sums and moans
Consider two populations
Ay, gy Ag o o o+ o o With moan X, and

Bys Bo, Bz e e e s s . with moan B,

2 -
- Sa 2 _ 8b?
cri_ T' a-.-B = _N._

Now lot a third population be formed as followsg

C1= Aj+ By, Cp= Ap+ By, ote.

= A} 4+ By +As+Bs a.e s .
=Rt 2 =%+F
N
¢y = 01-6=A1+B]_-1-&-§’=a1+ by
cz—'—' 02"5 = A2+B2-‘K-§ =0.2+b2
ote,
&= Se? _ S(aw b)? S(a? +2ab + b2)
C = =
N N N
2 2
- Sa Sb 25ab
= e o —— -
N ¥ T 5 a‘§+¢%+2rwqa~é (11)

(sec equation 5)
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If A and B are wncorrolated (r,. = 0) as they would be if

thoy were designated Ay, Ag, Ag, otc., and By, Bp, Bz, etc,,

at rondom, the variance of C(d%) is found to be tho sum ‘of the
varionces of A and Bs

This can be oxtendod for sums of ony number of variablos, Thus

¢%A+B+C+D)=.¢i+f§+d%+a% (12)

provided none of the varieblos are corrclotod,

or

2 2 2 2
OJ(XI'FXZ*"'XN) = G"’X1+a-3:2.a.‘+0"XN

If X4, Xy o o e iy are all drawn from the samc population
6}, = = = 2 = a‘z
sy q'iziz % n
And

2 B 2
L AP g

Now if this sum, (¥ + Ky et XN) is divided by N to obtain
o moan, X, opplying (3) we find

2 _ Ng?
o315 - (13)

Nz N

the formula for the variance of a moan,
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III, The composition of phenotypic variancc.

Considor o population of organisms (thoy may bo any kind of
plant or animal) oand o single characteristic of thosc organisnms,
C.ge, hoight ot o specificd age. Tho height of an individual is
the resultant of its gonotype and the various cnvirommental facbors
which offeet height, A uniform cnvironmont for all individuals of
o group is an abstraction never an actuality. We must rocognize
thot tho onviromments (defined to encompass tho oflocts of all factors
other than gonotype) of plants vary cven though the plants aro growing
adjacent to oach other and that the enviromments of animals vary oven
though all arc handled as nearly alike as is humanly possibles A
little thought about soil variation, competition, inecidoncc of para=-
sites, accidents of various and subtle sorts, ote., will suggest
mony uncontrollable sources of onvironmental variation,

Lot the individuals in tho population be numbored
1,2, 30 s
Py, Pz,
Gy, Gp, Gz * * ¢ bo tho genotypos of those individuals,

Pp oo be tho measured hoights of those individuals,

and Ey, By, By * » ¢+ 1O the onvironments under which thoy develop.
P will bo the mean height of the population.

Now supposc individuals all of gonotype Gl could be dewvcloped
onc under cach of the onviromments Ey, Ep, Ez « « ¢, and that tho
samc eould bo done for individuals o% cach of the other genotypes
Gp, Gz, Gy * » *+ For an individual with gonotype G; and raisod
in onviromment Ej, lot the meosurod height be Pyq; and for an
individual with gonotype G, and raised in onvirchmont Ez, let tho
neasured hoight bo Ppge Now lot

Fp-Feen=cn . (14)

ol

Ppz = P = g3 = %23

Note: 1In all cascs tho first subscript number attached to
P, g, or o, indicatos gonotypc and tho sccond onvironmont.

& + g + g * s 00 g
Thons 1) 12 . 13 N = g1, the offoct of tho

gonotypo Gy avoraged over all onvironnonts. _(15)
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Bpy *Epp *E2z *t  * BoN
N
genotype Gy averaged over all environments.

= gps the effect of

€17 + €57 +e3) * e ey =0y, the effect of
environment E, averaged over all genotypes. (18)

etec.

Note: Then only one subscript number is used it refers to
genotype if used with g, enviromment if used with e.

Now Pyq = P is not necessarily equal to g, + €. A specific geno=-
type will not have the same effect in all enVironments; a specific
environment will not have the same effect on the development of indi-
viduals of different genotypes. Is it the effect of the genotype or
the effect of the enviromment that changes? We cannot distinguish
which is true and resolve the situation by saying that genotype and
environment interact,

Let Py - P zgy teyp*ipy or iy =Py =P8 "9

gl
1

b

- zgg *o3+iyy or iy z Py -Pogy-og

You will note that the its (interaction terms) are the amount by which
the deviation of the phenotype from the mean fails to be the sum of
the average deviations for the genotype and environment involved,

In general, )

Pij-p = gy tog*iyy (17)

The phenotypic variance is

sz P

b A P=

)
and from (12), II, remomboring (17) ’

§ iy il
fp = % A

provided there are no correlations among g, ¢, and i.
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It is obvious that q and e will not ordinarily be correlated in plants
and animals (except man) since an individual organism docs not find ite
solf in as specific enviromment as a consequence of its genotype; the
envirommental and genotypic variations are random with respect to each
othor. In humans this is much less likely to be truc sinco, to an ox-
tent, the genotypes of a child's paronts will be a source of variation
in the same direction in both the genotype and enviromment of the child.
The effect of this will vary of course dopending on the trait being
considercde

As a consoquence of the way in which it is defined i will not be
correlated with cither © or g. Honce we can state that

2 2 2 2
%=a~é+¢—°+o~i (18)
or that phonotypic variance is the sum of threc parts (1) variance aris=
ing from tho differcncosamong tho avorage effects of gonotypos, (2) var=
iance arising from the differences among tho average cffocts of environw=
monts, and (3) varionco arising from the interaction of gomotype and
environment.,

For most purposes in this coursc oﬁ and g-'i will not be distine
guishod from coch other but will be reforred to togother as environmental
variance. However, it should bo romembered where variance arising from
the interaction of genotype and onvironmont falls and that it has not
been ignored. There are problems in which ,,-J:ZL would nced to be considorcd
separatelys

IV. Proliminary consideration of mass sclection for a single trait.
Thoe offoctivencss of mass solection deponds on four primary factors:
1., The proportion of individuals available that must be sclocted.
2. The variancc of the population from which scloctions arc to. be madee

3, " The proportion of the phenotypic varianco which arisos from diffor-
onces in genotypo,

4, Thobhor the avorage gonotypic value of tho progony of sclectod
paronts is as groat as the average genotypic valuc of the solected
parontsse X : -

Tho soloction difforonmtial (horeafter +to be denoted by the letter s)
is the mean phonotypic difforonco botwoon selccted individuals and tho
population (including the sclocted individuals) from which thoy wore
sclected, Obviously s cannot be as large if a high proportion of tho
population must be usod in producing tho noxt gencration as if only small
numbor of individuals nced be scloetods It is oqually clear that s cans
not bo large if thero is little variation in tho population from which
solections arc to be madce
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With regard to the third factor listed above it is eloar that if
phonotypic variance is largely of non-genotic origin a large seolocbion
differential may mean very little in torms of gonotypic superiority of
the solectod groups, The relationship of phenotypic suporiority (s)
of sclected individuals to their genotypic supcriority can casily be put
into quantitative form. It is statistically a rogression probloms To
arc dealing with two ariables (phenotype and gonotype) and wish to pro-
dict one (gonotypo) kmowing tho other (phonotypo). Weo neecd to know tho
rogression of gonotype on phonotype (b ) in ordor to sct up a prediction
cquation, &P

Noto: Gonotypic waluc is dofinocd as porformance cxpocted of o
gonotype undor averago onvironment not as value for brood-
ing. Thus when dominance is comploto Aa and AA havo the
same gonotypic valuc.

Lot gonotypes be measured in terms of their offccts (g's) and
phonotypos in torms of deviations from the mean phonotype (p = P = P).

pz=g+o+i (17), III
since g7 = a'f; v ol gE, (18), III
sp? & 8¢ + 8% + sif,

Sgp = Sg(g + o + 1) = 5g° + Sgo + Sei,
but sinco g is not corrclated with o or i,

Sge and Sgi arc cach zorfe

Honece Sgp = ng

sg2 se? 7
and bgp - =
® Se2 + Sof + 8i? Sp2 7-%

Noto: Thero is mo corroction torm to be subtractod from ng,
Sgo, or Sgi, sinco Sg, So, and Si, like Sp, aro all”
oqual to zero. This con be shovm from (14), (18), (16),
and (17); III.

Now wo can sct up tho prediction equation for genotypic suporiority
of sclocted individuals,

Lotting g, = average gonotypie value of sclectod group
&g~ E= gonotypic superiority of sclocted group
and in regular regression cqu;_.tion form

gs = E (=) by (P = B)
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§inco § = 0 and P, - P & s, tho soloction differential
(Ps = avorago phenotypic value of seloctod group)
wo may write,

Bg (=) Sbgp whoro gg = genotypic superiority

Noto: (=) is usod to indicato ostimation rathor than strict
oqualitys. Sampling orror is prescnts

Examplcs Supposc ono has records on butterfat production in
“onc lackation for cach of 100 dairy cows for which the
mean production was 300 1lbs. of butterfat and tho stand=-
ard doviation 40 lbs, Supposo furthor that the 20 cows
with the best rocords arc to be used as the foundation
of anothor hord, How much will thoso 20 be oxpected to
be superior gonotypically to the entire group of 100?

Assuning that the distribution of fat production was
approximatoly "normal" s can be ostimated making use of
charactoristics of the ™morml" curve, With "rormal"
distribubion s = z/p standard doviations whore p is the
proportion scleeted and z is the hoight of the ordinate
which divides tho arca undor the curve inte portions
rolative in magnitudo to the proportion sclected and the
proportion rojecteds The valuo of z can be obtained
using tables I and II of tho StatisTical Tables published
by Fishor ond Yates (1),” Table I is ontored with P oqual
to oithor 2p or 2(1 = p), whichever is 1,0 or losse
(The factor, 2, is introduced since table I gives the
rclative doviate, x, boyond which a given proportion of
tho population, P, is found whon both tails of the curve
arc considored; wo arc interosted in only one tail of
tho curvo,) Table II is then ontered with tho x obtained
from table I to find z, In our casc 2p = 4, X for
Pz o4 is 48416, and T for x = .8416 is ,2799.

Z . 22799 _ 1,4 standard doviations

P o2
= 144 x 40 = 56 1lbse

s

N

gs = 56 byp

'bgp is probably about «3 ~ .35 for cows in tho sarme hord

. (2,5)
Using bgp = «3, WO got

Bg = 3 X 56 = 16,8 1bs, os an ostimato of the gonotypic
suporiority of the top 20 cowse

Notc: Valucs of s for o given sorios of p arc listod by Tush (4)e
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It should bo noted that while g, is dircectly proportioncd to b P
it does not noccssarily vary lincarly with b, becausc whon b ié
roducod as a rosult of an ineroasc in 802 + §§2’ s will be largor,
othor things being oqual, For oxample, in tho above problem

075 = 40 x 40 = 1600
ik S bgp WOrc ¢3 as assumed

- 6% . =
bgp=Zh = 5 omt g% = 3 x 1600 = 280
P
g% + &% = 1600 ~ 480 = 1120
Now suppose bg had boen only <15 as a conscguonce of olg + 0-?_
being 2720 ins%oo.d of 1120,

In that casc the standard deviation would have boen

AN2720 + 480 = 3200 = 5646

and s would have boon le4 x 5646 = 7942 instoad of 564
Then weo would have found

gs = o15 x 7942 = 11,88

which is 70% of tho gg oxpocted when bgp was o3 and the standard
deviation 40 instead of 50% as might havo been cxpecteds
. of*
Whether the average diffcrence botwoon gonotypic valuc/the progony

of seclocted and unsclected parombs will be as large as thoe difforcnece
in gonotypic valuo of the sclected and unsclected parents (or half that
largo if sclection is practiccd only among fomales and both scleocted and
unsclected fomalo mated to the samc malo) will dopend on whothor gono
action is strictly additive, It will not be as large if cither dominance
or geno intoractions are involved. This matter will be given detailed
atbtention in a later scction. »

Reforcncess:

le. Fishor, R. A., and F, Yates (1938)Statistical Tables for Biologi=-
cal, Agricultural, and Medical Rescarche Oliver and Boyd.
London and Edinburgh,

2 ILush, Jay L., He W. Norton III, and Floyd Arnmold (1941) Effocts
which Sclection of Dams lay Have on Sirc Indexcss dJ. Dairy
Scie 24:695=T21,

34 Dickorson, G. B« BEstimatcs of Producing Ability in Dairy Cattle.
Je Agric, Res, 61:561-585,

4, Lush, Jay L. Animal Broeding Plans, Tho Iown State Colloge Press.
Anes, 2nd od.
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V. Gene frequency and the distribution of genotypes when mating is
random,

The frequency of a particular gene is defined as the proportion
between the number of that gene in a population and the total number of
loci at which it might have been present, Thus, in a population of 100
dipolid organisms there are 200 loci at whichispecific gene might be
present, Suppose that among 100 organisms, 30 are AA, 60 Aa, and 10 aa,
Then there are 120 A genes and the frequency of that gene is 120/200

=.6,

.We will use the letter g to designate the frequency of desirable
genes, The frequency of their allelomorphs will consequently be 1 - q.

In a random mating population the ratio of genotypes homozygous
for the desirable gene, heterozygous, and homozygous for the less de-
sirable gene will tend toward g?: 29 (1 = @): (1 - )%, This can
easily be demonstrated as follows:

The probability of a gamete containing A is obviously g and
the probability of 2 specific gametes, i.e., two combining to form
a zygote, both containing A is g2, Thus the proportion of AA
zygotes will be 32.

The probability of a gamete containing a is 1 - q and the
probability of 2 specific gametes bogh containing a is (1 - )3,
Thus the propertion of aa zygotes will be (1 - g)2.

The remainder of the zygotes must be of the Aa type and the
proport%on in which they appear will consequently be 1 = Q2 -
(1-a)%z1-92-1+29-9°=2q-202=329 (1-a)

When two gene pairs, say Aa and Bb, segregate independently, the
various possible genotypes will tend to have the following relative fre-
quencies:

Genotype  Ereauemey - equency o
#ABB a4 a§
AABb a2 2ay (1 - @) a3
Akbb a2 (1 - ap)? '
AaBB 2, (1-4q) &
AaBb 2q, (1 = q,) 2qp (1 - qp) 29, (1 -q,)
Aabb 23, (1-q,) (- qb)Z
aaBB (1- qa)2 o
asBb (1 - 9% 20 (1 - qp) A - qp?

aabb 1 -2 (1-a)?



=2n

‘The key to these relative frequencies is obvious, For example, if
the probability of a genetype containing 2 A's is g5 and of a genotype
containing 2 B's is qge the probability of a genotype containing both

2 A's and 2B's is Q3 q%.

Linkege affects the population frequencies of genotypes only in slow~
ing up the attainment of equilibrium values (the values listed above)
following a cross of contrasting genotypes, Once equilibrium is reached,
it tends to be maintained so long as mating is random,

When the effective population size is limited, i.e. when inbreeding
is practiced, random departure from equilbrium values may be sufficiently
extreme to result in the loss of a gene from the populetion with the result
that its allelomorph becomes homozygous in all members of the population,
That is why inbreeding results in increased homozygosis, We will return

to this subject later,
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"Repeatability" and related concepts
P y

Animals and perennial plants give expression to some of their traits
recurrently., The yield of a plot of strawberries, an apple tree, or a
plot of alfalfa; litter size in swine; annual milk production in dairy
cows are examples. By measuring a trait more than once the genotype of
an individual is more accurately estimated. How many observations is it
worth making on the same individual or plot (group of individuals)?
Three factors are involved

1. The proportion of the phenotypic variance which results from
genotypic variation.

2. The extent to which environmental effects remain constant for
an individual from one expression of the trait to another.

3. The occurrence of interactions of genotype with age of the organ-
ism.

The third factor will be omitted from consideration at first since its
relation to selection iz distinet in nature from that of the first two.
The situation will be simplified further by treating veriance arising
from the interaction of genotype and environment as though it arose from
variation in enviromment.( This has no effect on conclusions to be
reached).
Then p=g+e
where p, g, and e are defined as before.
Now let e=c+ v
where ¢ is the average effect of the portion of an individual's
environment which remains constant, and
v is the effect of the portion of an individual's environment
which is variable from one expression of the trait to another.
Then for any single expression of the trait
p=gtctv
Successive expressions by the same individual may be symbolized as
pl =g+ec + vl
pp =g *C + vy

ppzgtet vy

8(p) = ng + nc + vyt Vot «ee Vg
'i)' :g+c+7

When g and ¢ are uncorrelated, as will usually be the case in normally



0.

interbreeding populations of plants and animals (other than humans),

VeV, o+ Vot Tgs V¢ Vot Yy (19)
n

Notes: (1) V will be used in place of ¢ 2 from this point on -
less work in typing.
(2) ¥ will be uncorrelated with ¢ since otherwise it would
bein part a constant effect of environment, Corrslation of
v with g would also require that v be in part an effect of
environment constant for an individual since g is constant
for individuals.

The covariance of two variables is their sum of products divided by N.
Therefore

- Sxy Cov_ XY
b e ot <
\8Sx® « Sy \'VK . VY
Sxy Cov XY
bz 5 -3 p
Sx e
The covarience of p and ( g + ¢ ) is
S(g + ¢ +7v)(g+ ) g~ + sc? :
= = V +V
N N g © (20)
and the regression of (g + ¢) on P is
s )
Plg+e) +F - oy (R}
: V. * ¥, +—
& 8 n

Note: The regression of (g + ¢) on p is equivalent to the re-
gression of future expressions of the trait on p since (g *+ ¢)
is the value around which future expression will varye

When n is one, this is the regression of (g + e) on one observation
of the trait; it then becomes

+ Vg

Vg + Vc * Vv )

Lush defines "repeatability" as the correlation between single
observations on the same individual and uses 4 to denote it. Ve will
use R to avoid confusion with the use of B as & symbol for correlation
in general,

& Cov P1P2 _ Vg + Vg
,\Iinl- sz Vg ¥V + V‘Tl Wy +V Vyy)



i Vv1 = sz (Variance of effects due to temporary differences in
environment is of the same size for all expressions of the trait)

LS

R = -
Vg+vc+\1v

(22)

Tie shall consider "repeatubility™ as the regression of (g + c) on
a single observation of the trait. R can be substituted in eg.(21)
to put it into more compact form.

b — ¥+ +
(g+e) sp= % LV c vs - _a(Vg Ve)
g+ Vo + — n(Vg + Vo) ¥y
n(V, + v,)

vg * W HY A (n = 1)(Vg NV

Dividing numerator and denominator by (Vg Vg o Vy)
and substitubing R according to eq.(22).

b —_ = _n_R________
(g + e)ep 1+ (e )R (23)
Now Vg + Ve _ v

* - = £
V.o +V, + v V, +
Bl ooy g+, Ty + Vg + Vy/n

* whick is easily shown to be the regression of
genotype on the mean of n observations of the
trait, hence we have

R v
b= . 4 2
BT TFm-IR T, T, (24)

It is apparent that increasing n causes the same percentage change in
bgi’- and b(g +c) * -E . It is also obvious that bg’fi < b(g"" o) *

and hence that future performance is more accurately estimated from
past performance than is the genotypic value, unless there are no per-
manent differences (between individuals) in enviromment.

The effect of incressed numbers of observations on progress

made through selection can now be demonstrated. Genotypic superiority
of selccted individuals as shown in Section IV can be estimated as

&s (=) bgp

where p was the phenotypic expression of the trait



in terms of deviation from the phenotypic mean.
In this case we must substitute bg; , and

gs (3) sbg

When n (the number of observations per individual is inereased Vg
is decreased - ses eq. (19). Since V5 is the denominator of b,
,

the latter is ineremsed accorcingly. However, the size of s (the sel-
ection differential) is proportional tn ,-\i V= so s for any given
proportion to be sclected is decreased when® n is increased.
Let &, b~ , and V represent the selection differ-
ential, the reggession coeff:ilcient‘. and the pheno-
I’ . 1 === -
typic variance when n = 1 and s, b 5 and VP vepe
resent their valuies when n is a number other than 1.0.
Now suppose that for a given n

V- & _VD
a
Then
1 T, & Vc
Bl % -
gp To/a abs

8" = s/[8", and
gl (=) ab = s/ AT =AE sb = =Tg (25)
§ &P 2 &P s
For example, if n is increased enough to make a equal
to 2, i.e. to halve V= . genotypic superiority ob-
tained through selection is . € or 1.414 times as

great if the same propertion is selected in each case.

Values of AJ& are tabulated below for a small set of values of n and R.

R
T £ & £ &£ o
2 1.35 1429 120 1.12 1.05 1.0
3 1.58 1.46 128 1417 1.07 1.0
4 1.T5 1.58 1.35 1.20 1.08 1.0
5 1.89 1.67 139 1.21 1,08 Tl
6 2.00 1.73 1.41 122 1.20 140
A 316 2.24 1.58 1.29 1412 1.9

It is quite obvious that unless V, is largs relative to vg + ¥,

added records on the same individuals is an inefficient means of
speeding progress by selection, '

In the case of plants that can be propagated vegetatively the
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situation is modified. The question then has two parts. How many
plants of the same genotype and how many observations per plant will
be worthwhile? By an extension of reasoning used in the simple case

! Ve Y 2.
V= - V + — + X where p is a mean for n
P 8 m nm

observations on each of m plants.

b = 3

— e e e

= T 7

= T+ i
& m Yim

As before when n and/or m are changed from one let

V.
V== =B
P a

Then as before

I oo
& o CAEE,

Given V_/V_ , the proportion of phenotypic variance of &
single observation which is of genotypic origin, and
V/(V, + V,)s the proportion of envirommental variance
arising from enviromment constent for individual plants,
A can be computed for varying valucs of n and m. 4
table of such values is given belows

Vg/llp = ol - .8
m o on VSUNEEE, o £ 2 £ & ol a8 2
L 1 I 1.0 1.0 1.0 1.0 1.0 1,0 1.0 10 1,0
2 1 2 1,50 - 1.17 1.05 % T s S 1,03 1.0% 1.03 1401
2 185 1.38 1.35 1.19 s 1,19 1.05 1.05 1.05
4 1 4 1.60 1.30 1.08 1.30 1o 1.05 1,08 1.05 1.02
2T 1.70 L1¢B5 1.41 1.33 1.28 1+22 1.08 1,07 1.06
4 1 1«78 Ls7Th 1.75 1.35 1.35 1.35 1.08 1.08 1.08
8 1 8 1.85 1.38 1,09 1.38 1.21 1.086 1,09 1.08 1.02
2 4 2,01 1.70 1l.44 1.42 1.33 1.24 1.10 1.08 1.06
4 2 2410 19T 1382 1.44 1.41 1.37 1.10 1.08 1408
8 1 2:27 2417 Sl 1.45 1.45 1.45 1.10 310 1420
16 ' 1 16 2.01 1.42 1.10 1.42 1.23 1.06 1.10 1.06 1.02
g B 2.23 1479 1.46 1.47 1.36 l.24 25 110) 1.8 1.06
4 4 2.36 2.11 1,85 1.49 1.44 1.38 IR 1.11 1,09
8 2 2.44 2.36 2423 1.51 1.49 1.46 Lol  Adl 1410
16 1 2.49 2.49 2.49 1,51 1.51 1451 1o11 l.11 085
&Lk 3.16 3416 3416 1.58 1.58 1.58 112 1.12 l.12

certain facts stand out.
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When 'VE/Vp is high inereasing either n or m is of
little value.

When Vc/(Vc + Vv) is even moderately high increasing
n is of little value, e.ge Withm =2, V = .1 and

Vo/(Ve + Vy) = .4 increasing n from 1 to 8 changes
AI'E from 135 to 1,79, Put differently making 8
observations per plant instead of 1 increases ths
effectiveness of selection only 33% as a return for
carrying the material 8 times as long.

A& is & maximum for any value of nm when n = 1,
However, we must not construe this to mean that it
is always inefficient to increase n. The matter of
genotype-age interaction (not considered previously)
now comes into the picture, Obviously, if such an
interaction has any possibility of occurrence obser-
vation at any one age might be misleading. What can
be concluded is that if more than one observation
per plant is to be made because of the possibility
of an age-genotype interaction, the observetions

should be spaced widely in years. A few observations
spaced over a wide period of time will cateh the
interaction and for reducing envirommental variance
of the mean it is more efficient to increase m,

Suppose we were working with a plant for which

Vg/lp = o1 and Vo/(Vg 4 ¥y) = .4 and that we
wanted to make two observations (spaced several years
apart) on each plant as & check on change in per-
formance with age. If we tested 8 plants per geno-
type our progress would be (2.36 - 1.97)/ 1.97 or
20% greater than if 4 plants were tested from each of
the same number of genotypes, However, if the limi=-
tation on our work is in terms of total numbers of
plants that can be tested instead of the number of
genotypes that can be tested, we could test twice
as many genotypes if only 4 plants each were raised,
And if the number selected is to be constant regard-
less of number tested the proportion selected would
only be half as great if twice as meny are tested,
Suppose 10% are to be selected if 8 per genotype are
tested and 5% if 4 per genotype are tested. In the
latter case the sclection differential will be 2.06
standard deviation as against 1.76 standard deviations
in the former. Consequently,the ratio of progress
made using 4 plants per genotype to that made using
8 per genotype would actually be (1.97 x 2.08):
(2.36 x 1.76) or 4.06:4,15, and advantage of only 2%
for 8 plants per genotype. If the proportion to be
saved were higher it would actually prove advantage-
ous to use ohly 4 plants per genotype, Thus if the
proportion to be saved were 40% and 20% instead of
10% and 5%, 4 plants per genotype would have a 227
advantage in expected progressa.
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The estimation of Vg’ Ve, *+ Vg

V. and V, cannot be estimated separately (except indirectly)
except in plants that can be propogated vegetatively., However, only
in such cases is it worth much to know anything but their sum, which
can be estimated.

Suppose we have records for n years on each of m cows. An
analysis of variance of the data would be as follows:

defe MSe Quantity estimated by M.S.
Years : a=1
Bows m=-1 A Vo & n(Vg + V)
¥ x C (n -1)(m 1) B Vg
Total mn - 1

Hence B estimates V, and (A - B)/n estimates Vg +Y,

Suppose in the case of a plant in which vegetative propagation
can be practiced we made observations in n years on each of m plants of
each of g genotypes. The analyses of variance of the data would be as
follows:

defs ' M.S. Quantity estimated by M.Se
Years n-1
Genotypes g -1 A Vo mvag + nmV
Plants in Genotypes g(m - 1) B Vo & ¥ &
Y x G (n-1)(g - 1) C Yy 4 mVy
Y x P in Genotypes g(n - 1)(m-1) D v &8
Total gnm - 1 : ¥

Hence D estimates Vg, (B-D)/n estimates V., and (A-C)/mn estimates V.
Vag is variance due to age-genotype interaction.

For examples of "repeatability" estimates for characteristics of
animals see refsrences (2) and (3) cited in Section IV. See also re-
forences (5) and (6) cited below. Stewart estimated "repeatability"
directly from the regression of 2nd record on lst since the animals
involved had been selected on the basis of their first records and
hence the technique described above would have given a biased estimate.

»

References:

5. Stewart, H. A. The Inheritance of Prolificacy in Swine.
Jour. An. Sci. 4:359 - 366,

6. Jour. Dairy Sci. 25:45 - 56.
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Genotypic variance arising from a single pair of genes.

If the gene pair (A4,a) is present in a population three genotypes
(with respect to the A locus) will appnér; AA, Aa, and as, Their fre=-
quencies will be in the ratio g2: 2q(1 - q):(1 - g)%. Let the average
effect of aa on the organism be ¥, that of Ak be (X + 2u), and that of
Aa be (+ u + d). Clearly, if A is completely dominant, d = u and if
dominance is entirely absent, d = o. d/u can be teken as a measure of
dominance (this scheme for symbolizing the effects of the three geno-
types was taken from Fisher, Immer and Tedin (7)). The situation is
summarized in tabular form below.

Genotype Frequency Y'L Y X
AA g2 z+2u u 2
Aa 2q(1 - %) z4+u+d d 1
an 1 -q) 2 -u )

Y is obtained by coding ¥1 s Y = ¥} - (2 + u)
X is the number of A's in the genotype
. _S(Y?) - (sT)2/%
% i
Note: N(total frequency) = 1, hemce Vy = S (SY)Z
SY = q2u+ 2q(1 -q)d - (L -q)?u
= u(g® -1+2q~q) *+29(1 -q)d
S (2q - 1)u + 2g(1 - q)d (27)
sv?z qfu? + 2q(1 - q)a® + (1 - )% Wf
2l 2 2| 2 _ I e
v T ouPfe? 4 (1 -q)f [+ 201 - q)af - ((2a -1t 2q(1 - q)d |
-zu1—®u2+mu-q)P-2M1=®§¥+4M1—®u-zy%
x - (28

Notes
(1) When d = o; dominance absent

iR
Vy = 2q(1 - q)u ;

VY is a maximum when q 5 o5

(2) When d = u; dominance complete

Vy = 4q(2 - )@ - ) WP

VY is a maximum when q = ,293
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(3) Assuming the same value for u,
Vy is 2(2 - q)(1 - q) times as great when
d 2 uas whend = 0.
A8 g ——20, 2(2 = q)(1l = g} =——2440
A8 q —enl, 2(2 = @)(1 - g) ——>0.0

(4) Since Y will be essentially uncorrelated with
z (which is a function of the remainder of the
organisms genotype and of environment) the
total phenotypic variance will be V, + Vy

Let the additive effect of A be defined as the regression of ¥l (or
of Y, which will be equivalen’c) on X, the number of A's in the
genotype. Remembering (see Section 2) that the regression coefficient
is computed in a manner that minimizes the unexplained portion of the
variance, you will see that by defining the additive effect of A in
this way we are giving it the value which allows the greatest possible
portion of Vy to be explained on the basis of additive gene action,

It happens that in population where mating is random, the additive
effect computed according to the above definition is also the response
that would be obtained from substituting A for s, averaged for all
loci in the population where & is present (and hence the substitution
is theoretically possible). Thus,the concept of additive effects
applied in cases where gene action is not of the simple additive type
is not so abstract as it might at first appear.

CovxY = SXY - (8X)(8Y) , and
V= ox2 - (5%)2 (remembering that N 3 1.0)
§(X) = 29% + 2q(2 - q) = 2q
Vy®4q® + 2q(1 - q) - 4% = 29(1 - q)
Cov XY = 2q%u + 2q(1 - q)d - 29 i:_(Zq - 1)u + 2g(1 - q)d-.i
= f? - a0 + 2a]u+ (B - @) - 462 - )]0

*

Yz 2q(1 - g)u + 2g(1 - @)(1 - 2q)d .

_ 2a(1 - q)u ¥ 2q(1 - )1 - 29)d . -
byg  ° g = u+ (1-29)d (29)

Note:
(1) Wnen d = o, bxy (the additive effect of A) = u
This is obvious since considering average
phenotypic values (44 - As) = (4a - 88) =u

(2) VWhend =u, bxy = 2u(l - q)



(3) When g = .5, bxy = u regardless of the value of d.
Thus, when q¢ = ,5 the additive effect of A is
alvays half the difference between the average phenokypic
values of AA and ea.

The mdditively genetic variance is the variance associated with the
additive effect of A which is, from the definition of additive effects,
the portion of the variance in Y due to regression on X(the number of
A genes in a genotype).

Additively genetic variance

2 :
2 v, = LOXE) . QaQ- Q2@+ (1 - 29)d®
- Vi 2q(1 =+ q)

(30)

2q(1 - @) 2+ (1 - 294 ]?

As a ffaction of VY it is

G+ -29)d?
w? + 1 -2q(1 - a)] a2 + 2(1 - 2q)ud

Let a = d/u as a measure of degree of dominance, Then d = au and
substituting au for d in the above expression, we obtain

: & 2
1+ 2(1 -24)a+ (1 -29)%a _
1+ 2(1 - 2q)a + [1 = 2q(1 - q)7d L vg /VY (s1)

When some degree of dominance is present (as0) Vg will always be
smaller than Vy. The difference is variance caused by deminance
deviations from the additive scheme. (In the case of genotypic
Jariance arising from two or more gene peirs there may also be vari-
ance caused by gene interaction deviations).

Variance due to dominance deviations
= Vg = VY - 'Vg

As a fraction of V‘I it is
Volly = 1 -Vg /U,
Note: From Eq. (31)
(1) TVnena = o (no dominance), V

&
(2) When d = u {complete dominance) , Vg /VY 3

/‘VY = 1,0,
2(1 - g
2-q

The ratio Vg /V is listed below for various values of a and ‘q
It will be noted that



q

e ol 3 5 o «9
0.0 1.0 1.0 1.0 1.0 1.0
52 .99 .99 .91 .98 .99
o4 .98 .95 .83 .91 94
.6 .97 .91 oTT .79 .81
.8 .96 .87 W71 .63 .53
1.0 .95 .82 .67 .46 .18

dominance deviations are a comparatively minor source of variance
unless a, the degree of dominance, is above C.8 and g is 0.5 or
over. With complete dominance and g above 0.7 the proportion of
variance due to dominance deviations becomes larges

[l ety
(R, R A, oo, §R., Ten. 00y

19351 Secniinl Do i ey
W&tﬁ‘wﬁw W MowriSpnce,

%AJMM 17, 109 T

—
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Supplement to VII

A matter of some significance that should have been clarified in Mimeo-
graph No. 5 is the magnitude of V_ (additively genmetic variance) when a degree
of dominance is present relative 8o its nagnitude when dominance is absent.

Ve = 2001 =) [u+ (- 20)d] e from (30)
X
Substituting au for d as before a = e
v,z 2a(1-q) [1+20-20)a+ (1 -29)°af (32)
When & = o
2 o
v, = 2q(1 - qu® = v, (33)
Let Vé signify the value of Vg when & = o
Then (assuming u to have the same value in both cases)
Vg/Vé = 14201 -2q)a + (1 - 2q)%°
2 14 (1-2qa [2+(1=-2q)al ) (34)

Note that this quantity will be greater than 1.0 when g < .5 but

less than 1.0 when q ;3 +5, Thus when dominance is present but q < .5
the additively genetic portion of the variance will be greater than
the total variance (which is all additively genetic) when dominance
is absent; however, when q "= ,5 the additively genetic variance in
the presence of dominance will be less than if dominance were absent.

Another matter that deserved attention is the formula for Vd'

which from egs. (28) and (32), substituting au for d
2q(1 - g3 {1 + 2(1 - 2q)a + |1 - 29(1 - qJj az}zz

- 2q(1 - @)1 +2(1 - 2q)a + {1 - 29)%%]u?

2q(1 - q) [l - 2q(1 - q) - (1 - Zq)zl a?u?

"

49%(1 - q)%2ul (35)
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Consider the case where q = .5 and & =1 (dominance complete). By

eq. (32), Vg = % u® ; and by eqe. (35), Vg4 = Zu 2, Ty =V, + Vy = 3/4 w2
and VE;/VY = 2/3, the value tabulated on page 4 of lMimeograph No. B5e

VIII Selection considered relative to a single gene pair.

In Section IV the relation between the genotypic superiority of
selected individuals and their phenotypic supsriority (s) was defined,
The relationship of their genotypic value to that of their progeny remains
to be clarified.

In a population within which mating smong selected individuaels is
random the genotypic mean of the population is a function of gene frequency.
Consider again the situation set up in Section VII (using au = d).

Genotype Frequency ¥ = X
AA ':12 z *t2u u v
Aa 2q(1 - g) z +u+ au au 1
aa (1 -q) z -u 0

SY = (2q - 1)u+2q(l -geu = u [(Zq - 1) +2q(1 - q)st,—ir (38)

and since N(total frequency) = 1,0 this is also the value of b
Consequently the differencs in gene frequency between selected individuals
and the population from which they were selected is the key to the geno-
typic superiority of their offspring. Ehis difference can be estimated
through use of the regression of X end Y.

b _  Cov XY
Y °
Vy

As X goes from zero to 2.0, q goes from zero to 1,0, hence

b = b - Cov XY 57
QY XY /2A 2 o (37)
The change in genotypic mean per unit change in q is (for an infinitesimal
change in g) the derivative of Y with respect t0 g =

b2 = u [(Zq - 1) + 29(1 - q)a]
%i;— = l1+0- 2q)a) (38)

il

Note: The expression is read, the change in ¥ per unit change
in g. It is called the q  derivative of qY¥ with respect to q.

Now consider the effect of selection on genotypic value of offspring in
three stepse.
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(1) For every unit of phenotypic superiority of selected parents
they are superior genotypieally by b, units. )

(2) For every unit of genotypie superiority of selected parents
the average gene frequency is b_, units above the average

frequency for the population from which ‘the parents were
selected.

(3) The genotypic mean of the offspring of selected parents in-
creases at the rate of _dY  per unit change in g as gene
frequency increasess

Therefore the regression of genotypic mean of offspring on phenotype of
patents is

dY
b b —_—
gp "ag da
- Yy | CovXy . 2u [} + (1 = zq)g1
v ZVY -
Cov XY
—V-P—--——- 3 u[l + (1 - 2q)a

Taking velue of Cov XY from Section VII and substituting au for d, this
becomes ;

2q(1l - q) we L1 4 (1 - Eq)a;lz

Vo

Referring to eg. (32) we see that this is equal to V /V « Therefore,
genetic advance (resulting from change in frequency of the 4 gene)
of the progeny of selected parents over the average genotypic value
expected in the absence of selection is

3 .

s Vg/Vy (39)
where s is the selection differential (the average phenotypic superiority
of selccted parents, V_ is the additively genetic portion of the geno-
typic variance arising~ from segregation at the A locus, and Vp is the
total phenotypic variances

Since s for & given proportion of individuals selected is propor-
tional to Qﬁﬁ;

- L
s kd 5




and (39) becomes

k ,\l"\‘r’p vg/vp k vg;/,\'[’v'p

Attention to the effects of dominance on the size of V_end V
will bring out that when q is less than .5 genetic advance & will
frequently be greater 1 dominance is present than if it were not (this
assumss u to have the same value in either case. How much g must be
below 5 to meke this true depends on the relative magnitudes of geno-
typic and envivonmerkal variance. When g is greater than .5 genetic
advence will elweys be less when dominance is present than it wald be
if dominance were not presente
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Deviations from the additive scheme caused by gene interactions,

Deviations caused by gene interactions are referred to by Wright and
tush as epistatic deviations from the additive scheme or simply as epistatic
deviations, The computation of generalized Formulae for variance result-
ing from epistatic deviations and its magnitude relative to additively
genetic variance is very tedious, As an alternative we will study two
or three specific cases.

case 1 - Consider the type of interaction referred to ordinarily as com-
Plimentary gene action, Genes A and B have no effect by themselves but
when both are present either in simplex or duplex an "effect" is observed.
1,6t the "effect" be quantitized as 2 y. Then the situation will be as
below,

Genotype Frequency Yir ¥ Xa d X,
AABB Q? o%y 2 + 2y 2y 2 2
AABb inqb(l—qb) z + 2y 2y 2 il
AABD a2(1-qp)° % ) 2 0
AeBB Eqa(l-qa)q% z + 2y 2y 1 2
AeBb an(l-qa)qu(l-qb) 7z + 2y 2y 1 1
Asbb 2q,(1-q,)(1-ap)° 2 0 1 0
aaBB (1-g,)%a,2 z 0 0 2
aaBb (l-qa)ZZq«b(l-qb) z 0 0 1
anbb (1-q,)%(1-q)? 2 0 0 0
8Y = 2q§q§y o 4q§qb(1-qb)y + 4qa(1-qa)qiy + 8q,qy (1-9,) (1=ap)y
= 20,0y [dp+ 29a(1-2p) + 2ap(1-Ga) + 4(1-q,) (2=ap) | ¥
= 2q,qy (2-9,) (2-9,)y (40)
svP= 4-q§q§y2 + quqb(l—qb)yz + Bqagl-qa)q}iyz + 16qa(1-qa)qé(1-qb)y2

2,0y {20 + 280(1-0p) + 2a5(172,) + 4(1-q,)(1-qp) ] ¥

1t

]

40a0p(2-2a) (2-9p )77

Vy 4qaqb(2-qa)(2-qb)y2 = 4q§q%(2-q&)2(2-qb)2y2

I

n

4q,qy,(2-q,)(2-qy,) f_l-qaqb(Z-qa)(Z-qb)_] v (41)
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Note that qa‘Ib(Z'Qa)(%"Qb) = the frequency of genotypes containing
at least one A and ong B gene, Tho variance will be a maximum when
half the genotypes have the value, 2y, and half the wvalue, zero,
Hence Vy will be a maximum vhen q,q,(2=q,) (2=qy) = 1/2.

The average values foi‘ genotypes AA, Aa, and aa will be as follows;

2 —
Yy = ZY{éb + 2qp(1=ap) | = 2qp(2-~qp)y
Tpo = 2y[af + 20,(1-ay) | = 2ap(2=q )y
Toa =10

In corresponding fashion

Y.

]

BB an(z"qa)y

T = 2q,(2+q, )y

Yiop = 0

Note that in the case of A the dominence deviation, d = u = ap(2-qy)y
and in the case of the B gene, d = u = q,(2~qy)y. When d =1, Vg. for a
single gene pair is from eq. (30)

3 2
8q(1-q)"w
Hence V_ resulting from the A, a pair will be
32 2.2
8g,(1~q ) qy (2=, )"y
and Vg resulting from the B,b pair will be

qu(l-qb)sqi(z-qa)zy2

Again when d = u, Vd for a single gene pair is from eqs (35)

4%(1-q) %

and Vg resulting from the A, a pair will be
4q§(l-qn)2q§(2-qb)zy2

and from the B, b pair will be
4qf (1o )22 (2-q,)Py*

The varionce from epistatic deviations is the total VY minus the sum
of the four portions given above, This becames

K 2 i
4q, 0 (2-q,)(2-q,) [1oq, (2-q, ) (1-q,)P=q, (2-a) |y
Note that this expression becomes zero when either g, or gybecanes

either zero or 1,04 Values of Vg, Vg, ond V, are listed on the next page
for various values of g, and gy« i
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ol o3 25 ol =0
L 139 2350 489 +572 611
vg 042 .181 oB4T +488 572
Va .002 +015 027 40358 033
Ve 095 o154 115 4050 006
" .350 770 .945 .995 1,000
vg .182 428 593 121 .809
vy .014 092 1164 2192 .181
v, .154 .250 .187 »082 ,010
Vo ,489 ,945 .98 867 « 765
vg #3546 «593 +56 ,499 $494
Ty 2027 164 .28 <306 263
¥, W115 <187 14 .061 .007
Vy 572 2995 867 «569 367
¢ 4488 S 72 L499 +250 154
V4 .033 .192 2306 2292 »200
Vi 2050 .082 +061 027 4003
Vy 611 1,000 »765 #357 .0780
vg 572 .809 494 o154 ,0142
Vs ,033 ,181 .263 +200 20636
vy .006 .010 .007 .003 20004
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From Section VII note that when d = u, Cov XY = Qq(l-q)zu (42)
Hence
2
Cov XY = 4q,(1-q,)"q, (2-q,)y (43)

since u = qb(z-qb)y and since the variation in Y arising from segrogation

at the B locus ond from the joint effect of A and B is wncorrelated with
X and thercforo does not eontribute to the covariance of X, and Y,

cov XY cov XY
b = ——w=———— and b
X, Y Ty 9,7 ¥ v

Taking the partial derivative of ¥ with respect to qq

3¥
}qa

=2y E?qb(z-qb)(lvqn)}

The change in Y that would result if selection acted on g, and not gy

would be expressed by the regression of Y on phenotypic superiority of
selected parontse

},}' VY Cov XY 4
b ———— 2y |12 - -
bYP . an % 3‘15 “.v’"“ . —-2"7;‘—' 0 }'[‘lh(z qb)(l qa) |

8q,(1-q,)%ad (2-ay,)%5°

v
P

Note that the mumerator is the additively genetic variance arising from
sogrogation at the A locuse

In an analogous fashion it com be shown that if selection acted only on
Qy, the regression of offsprings genotype on phenotypic superiority of
parents would be

32 2.2
8ayp (1-ap) "ap(2-a,)"Y

VP
or the ratia of additively genctic variance associated with the B,b pair to
the total phenotypic varimnce, If there wore no geno interaction the re-
grossion of genotype of offspring on phenotype of parent would be the sum
of tho regressions for the separato gene pairs, However, cxamination of
the oxpression for Y, eq. (40), roveals that whon qu and g, arc increased
simultancously ¥ incrcases somowhat more than the sum of the increases
that would occur (1) if g, weore increased while g, remaincd econstant, and
(2) if qy inercased while g romained constant, This meens that the ro-
grossion of offsprings gonotype on parents phenotype is a little groater
than the proportion of the tobal phenotypie varionce which is additively
gonetic, TWright (8) has shown that it will be larger by one-half the
froction of total phonotypic variance which arises from epistatic devia-
tions,

In on interaction system of the type under discussion the gene frequency
will tond to romain equal for the two pairs of genes. This is apparont
from the fact that selection causes tho groatest inercase in g for the
genc pair for which q is lowest at the time. The rogression of g, on
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phenotype is b, b and the change in q_ with a given amount of sclection
is Yp q.¥ o

g, = e cov X ¥ Y
b4, = ey bg ¥ _ L A ZK . ol _ kCov X,

2vV. i
P Y 2\|VP
where k = sclootion difforential in standard deviations, In like maaner
k Cov ¥
Lagy = Z»W_j;b
P
Then L = _.__.._._.COV -
Cov X, Y 44
v Xy . (44)
4q,(1-q,)%ay (2-a, )y (1-94)°(2-ap)
= = (T=q.)%(-
4%(1‘%)2%(2'%)3’ ( "qb) ( qb)

(Cov XY is given in eq. (43) and Cov XY is easily obtained from
eq. (%2) and the wnluc of u for the B, b gene pair).

S (1-g4)3(2-
i = -—-—q?-)-é-—ibl is always greator than one when g,< g, and
£y, (1-q,)°(2-q,) less than one whon g, < g, from which 1t is
apparent that selection $i11 tend +o kecp
ql1 and qb equal,

Case 2, = Consider two geno pairs with equal and additive effects on a
chorooter that is at its optimum when two plus genes are present regardloss
of the locus at whieh thoy are prescnt. FBithor one or threoe plus genecs
would be loss desirable than two and none or four still less desirable.

The situation might then be as below,

Genotypo Frequency ¥ X Xb
A4BB e o 2 2
AABDb 2qqy (1-ay,) = 2 1
AAbY qi( 1-q,) & 2y 2 n
AaBB 2q,( lnqn)q% y i "2
AaBb 4g g, (1-q )(1-q, ) 2y 1 i
Aabb 2q,(1-0,) (1-g,)° ¥ i a
2aBB (l-q&)gq% 2y 0 2
aoBb 2(1-q,) qu (1-qy) y 0 1

(&}

2.abb (}-q&‘)z(]_.lqb)z 0 o)
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For the A, o pair
2 1-qy,)y + 2 1w y '
e 9aap(1-ap) E(1-gy)? - 2(a)y
AA qZ
o
Y, = (4+2q,~ 248)y
Aa b b
Ym:. i quy
2(L=aqy)y = 29pY
u — = (1-2q,)y
2
2(1-qy )y + 29
= Mmool b Y
d s +2q, 2%);; 2
= 2q_b(l—q,b)y
For the B,b pair
u = (1-2q )y
d = 2q (l~q )y
As before (scc og. 44)
ol Cov XY
“p Cov %Y 3
(4

which in this casc is

(from the gencral formulaw

and 4 listed above)
Two things should be n
z

- Whon g =4, =

This moans tha

q,(2=q,)(1-2q;) + 29,83, (3=q, )(1~q,)(1-2q, )

24y, (1=q,) (129, ) + 20,0p(1=9,)(1-q; ) (1-2a,)
for Cov XY, soction VII and tho valuecs of u

otod from tho oxprossion for the ratio 4.@,./\:1-,‘;

5 both numecrator and donominabior are z2Sro.
*oloction has no tondency te chan ither

9, °or Gy, i.c., Tho systom is in oguilibrimm. Howeror, i%
is on unstavle onguilibriwm as will be shown.
2, Vhonsver g largor than g, ,oq, is largor fhanag, , Both
b
may be nogL Tivo but If ¢ gp,o q, will bo the smaller negotive

value, ©.i.
oxoopt 'vhoa

forcnee in gone f"?qucncy botweon tho two geno
“would hend to bring one g value to ’i 1O

mately
Yo zerc,

o
4

largor in the :\]g‘o‘rrajc sonsc¢. This moans that

solootion will tend to increasc tho dis-
pairs. ULt~
‘the oths
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When 9y = Gy both will tend toward .5 at the same rate. When q, = g,= 5
no further permanent change in the population mean will result from zelection;
though genotypic variance will be present, wnless the egquilibriwm (vhich is
unstable) is disturbed, This con bost be accomplished by a genorabion of
close inbreeding during which there is a good chance of throwing g and d.
out of cqualibty. If this is done sclootion in succceding outbrecding will
inereasc the larger of tho two, decreasc the smaller and thsreby increess
the population mean and dderenso genotypic variance by bringing the ¢
typic value of the whole population to the level of the best obtained whor

q11 and q,, iere oqual to o5.

Tmile tho situation studied above is empirical and of extreme simpli
it brings out some important things about characters for which sclocbion
for an optimum rather than on oxtreme, A typical example is body conformnos
tion which in cerbain meat animals is of considerable ceconomic importance.
Type has received more attention in sclection than any other trait yet
variation around optimum type in herds whore strict seclection is practiced
is oxtreme, It scoms likely that typo variation could be reduced without
permancnt inercaso in inbrecding by altornating inbreeding with outbreeding
between inbrod animals.,

Summary

Variance duc to cpistatic doviations may be a vory small portion of total
genotypic varionce even though definite geno interactions ore prosent, This
is oxemplificd in Casc 1, In such casos mass solection may be highly effective
in outbred populationse.

At the other extreme arc types of interaction such as Caso 2 where the
additively genctic portion of the variance may be closc to zero and conso-
quently mass scloction will bo inoffective, In such cases a genoration of
close inbrocding may upsot the equilibrium and load to a situation where
mass solection will agnin be effcective,

In complox charasters such as yvicld the offects of primuary ~harect
may combine by multiplicetion to producc the trait in guestion, In this
type of non-additive sction of non-alleles the portion of tho gonotypice
variance due to cpistatic doviatioms will bo of che order cbscrved in Cese 1.
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Selection and gene frequency.

Formulae worth fixing in mind and which will be used in this sec-
tion are the following:

1. Additively genetic variance
22
v, = 2a(1-q) [+ -2q)a W
|
2. Variance due to dominance deviations
Vg = 492(1-q)%a%u?
3, Total genotypic variance
Ve 3 2q(1-a) EL +2(1-2q)a + (1-29+2q Z)aﬂu2 = U+ Vg
4. Cov XY = 2g(1-q) [}+ (1-2q)§} u
The change in gene frequency resulting from selection based on
phenotype will be the product of the selection differential and the
regression coefficient of gene frequency on phenotype,

Aq = sbyy (45)

In accordance with the argument of Section 8

bgp = Pyp Pq¥
But byy = Vy /Vp (see Section I¥)
. GCov XY
and bq‘l o vy (eq. 37) .
Hence Vy
b B ¥ Cov XY = GCov XI (46)
qp Vp Wy 2Vp

The selection differential, s, is understood to be measured in the units
by which phenotype is measured. Obviously we can write

s = k\l——‘;p (47)

where k is the selection differential in standard units.



Now substituting in eq. (45)

Aq= k’\rvg Cov XY _}S_. . Cov XY (46)
v, 2 N,

In order to make use of eq. (48) for prediction of 4 g, change
in q resulting from selection, agsumptions must be made (1) about
the magnitude of additively genetic variance relative to total pheno-
typic variance, and (2) about the number of segregating genes affect-
ing the trait for which selectior”; is to be practiced. Assume n gene
pairs each responsible for an equal amount of additively genetic vari-
ance, V,. The total additively genetic variance arising from the n
patrs wgll then be n Vg,

1

o === T

Let an_ e

Then V_=z= ntV
P g

Substituting in eq. (4R) we have

K., Cov XY

A4

N
=
m

k % -+ -, a

2 Nt A2a(1-q) [11(1-20)a]? w?

12

_ Kk ety
= by NEES (49)

Values of 4 g for t 2 4, ie, V, = Vp/A, and varying values of

qand n are given below. A11 values listed for pq are in k units.
Thus for q = .7, t= 4, and n = 20;



q
B 1 23 22 il a2
2 .105 .160 Q75 .160 .105
2 .075 115 .125 115 .075
3 060 .095 .010 .095 .060
5 045 .070 .080 .070 .045
10 .035 .050 055 050 035
20 025 .035 .040 .035 .025
50 .015 .020 .025 .020 .015
100 .010 .015 .020 .015 .010

Aq will be .035 on the average if k = 1.0, i.e. if the selection
differential amounts to one phenotypic standard deviation.

The assumption that the n genes contribute equal amounts of
additively genetic variance is an artificial one only if the n
values of g are also assumed equal as they would be, for example, in
the Fqand F, of a cross of pure lines. ‘starting with such material

the frequency of genes centributing the greatest amount of additively
genetic variance (those for which [}4~(1-2q)a] u was largest) would
respond more rapidly to selection pressurc. "As q changed from one-
half, the term 2q(1-q) in the formula for V_ would decrease more
rapidly in the variance of genes for which * q changed most rapidly.
The result would be an approach to a moving equilibrium (moving so
long as selection pressure continued and was effective) at values of
q for the various genes which would make Vg equal for all.

It is of some interest to cxamine eq.(49) for certain special
cases. Consider a trait conditioned by the action of one gene pair,
not affected by environment, and for which dominance is not involved.
The mean will be

(0-1)u +u + 2 = 2qu + 2

(Obtained from eq. (27) adding u 4+ 2z, the amounts subtracted
when original phenotypic values were coded, )

The genotypic variance will be 2q(1-q)u® and this is also-the pheno=
typic variance since there is no effect of environment. The best indi-
viduals will have the phonotype

2u 7

and consequently the greatest possible selection differential will be

20 4+ z~-2qu=~=2z = 2u-2u = 2(l-q)u



and the value of k will be

k = St 2(-a)u _ - 2(1=a) .
7o A2a(1-q)v? N 2a(1-q)

Substituting in eq. (49)

g(l—g) 1-q
QT '/42 (1-q) =
“ 2 At A2q(T-q) 3 AT

But n = 1 since there is only one gene pair and t = 1 since VP z ¥

L P
(no environmental variance); hence '\Jn’o = 1, and

AQq I 1-q
Thus q changes from g to
g4 49 = q 4+ 1-9 = 1,0
The reosult is obvious since choice of only AA indiwidusals automatically
makes q equal to one; however, such simple checks on formulae help one
to become acquainted with them.
As another example consider sclection for a trait controlled by

one gene pair for which dominance is complete (a= 1, d = u) and un-
affected by environment., Assume g = .5. From eq. (27) the mean will be

(2g-1)u + 2q(1-gq)d + u +2

i

[2q—1 + 2q(1-q) + i_] vz (4 =)
2 (4a=29%)u + 2

3/2u+ z (g =.5)

1

Threc-fourths of the individuals will have the genotypic value 2u + 2z
and of these 2/3 will be Aa and 1/3 AA. Hence sclection of the best
individuals will result in q becoming 2/3 and & q will have been 1/6.
The selection differential, s, will have been 1/2 u, Since there is
no effect of environment,



2
v, =Vy= —2%—

P
v :—ku2 and
g
A - R £
P/ g :

=
]

. Lone AL 7 S, e
s/ * T, 3 2 '\D

Ad = e QZq(l-q) ;‘@——— N1z = 1/6

24nt
as observed above,

It will be noted that A‘q‘depends on the proportion of phenotypic
variance which is additively genetic, the number of genes affecting the
trait, and the size of k. Large numbers of gones involved, response
of phenotype to environment, and small gelection differcntials (measured
in standard deviations, k values) all reduce the change in gene frequency
offected by selection. It is easy to see that in maay instances selection
may result in only very small changes in gene freguercy, but if gene
number is large, may at the same time result in cons:idersble increase in
the population menn.

Attontion should be dravm to the fact that when sclection is being
practiced for morc then onc trait, the k valuecs for ~ny onc trait must
necessarily be reduced. If the traits are considered of equal importance
the reduction will be between 1/N and 1/NT depending on how individuals

to be sclected are decided upon. This point will be roturned to in
connection with delection indices.

The composition of genotypic variance when g x> d (sugor—dominggce) and
the offcct on 4 q under mass_sclection,

Values of Vg , Vq , and Vy are 1isted below for q =.5, .6, and .7
and for values of a in the interval O - 3.0, All variances are in terms of
the unit vl :



q ’. Jg g WL
«5 0 o5 0 o5

5 5 .063 .563
1.0 oL .250 ,750
1.5 &5 563 1.063
2.0 5 1.000 1,500
245 +5 1.563 2,063
330 5 2,250 2.750

.6 0 A8 0 A8
5 +39 .06 45

1.0 h 23 54

15 W24 52 .76

2,0 ST .92 1.09

2.5 12 1.44 1.56

3.0 .08 2.07 2,15

My 0 42 .00 A2
5 27 S0k 31

3.0 a5 A7 532

1.5 .07 40 Al

2.0 .02 .70

2.5 ,00 130 1.0

3.0 J02 1.58 1,60

Note that strong super~dominance results in ~dditively genetic
variance becoming a relatively smell portior of total genotypic
variance. This obviovsly means mass selcetion in random bred popu-
lations is relntively incffoctive in the presence of super-dominance.

Now note that wherec q is .7 and a = 2.5 there is no additively
genetic variaonce (Vg =0). You can easily show that for a = 2.5 and

qa= .8, V_ = .080%, However, at that value of g, Cov XY is a minus
quantity, - .16u. This moans that when a = 2,5, mass selection will
reduce q when it is over .7 and increase q when it is less than ,7.

In general, in the presence of super-dominance (2 21.0) mass selection
will bring g to an equilibrium value rather then to one. This equi~-_
1ibrium value will be the value of q for which the population mean, Y,
is 2 maximum, »

Now if the equation for Y is differentiated with respect to g,
we obtain thg rate at which Y changes as q changes. Obviously, at the
point where ¥ ceases to increase with increasing q and starts to de-
crease, ¥ is at a maximum., Hence if we form the derivative (by differ~
entiation) of Y, set it equal to zero, and solve for g, we obtain the
value of q for which Y is a maximum which is the equilibrium value of
q approached under mass selection,



=

(29-1)u + 2q(1-q)d (eq.27)

i
(13

= (2g-1)u + 2q(1-q)an
5 u(2q—1+2qa—2q2u)

dY = u(2+2a~4qa)

0

u(242a-4ga)
q = -2t2a
La

Equilibrium values of q are listed below for various values of a.

i I 2 S
3.0 1.0
35 223
2,0 750
20 700
3.0 bl
349 643
4.0 o

As o increases witaout 1
as a limit.

tmit the equilibeivi value of g approaches 5

This mattsr will be returned to in conmeccion with mctheds for
detecting super-dominanca,
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XI. The Path Coefficient

Tn 1921 Sewall Wright (8) described a method for studying the interrelations
of correlated variables, The importent feature of the method was the use of a
priori kmowledge cmcerning cause and effect relationships emong the variables
Sonooned. 1In the article referred to he introduced a statistic which he termed
the path coefficient, Actually the path coefficient is a standard partial ve-
gression coefficient but specifically the standard partial regression coefficicnt
of a dependent variable on an independent variable and only to be used in that
sense since certain of its useful attributes are thereon dependent, A valuable
aspect of the path coefficient method as presented by Wright is the graphic »re-
sentation of systems of interrelated variables, Thile it is not a fundamental
addition, it aids in clear visualization of what can be very complex situations.

The path coefficient has been used very little in fields other than genetics
and even in genetics is not an indispensable tool, However, the conditions
necessary for its application are very often met in genetical problems since in
meny ceses there is no wncertainty regarding what is cause and what is effect.

Wiright used the path coefficient to obtain a general solution to the once
perplexing problem of the effect of inbreeding on homozygosis. It is worth
understending path coefficients if for no other reason than to be able to read
with wundersteanding his writings (9,10) on that subject.

The path coefficient is defined as the ratio of the standard deviation of a
dependent variable when all independent variebles (which exert effects om it)
aro held constant except the one in question, the variability of which is kept
unchanged, to the total standard deviation of the dependent variable. It is
wnderstood that the designation of a variable as "dependent” must not be empiri-
cal but must rest on lmown cause and effect relationships of the variables in
question, Symbolically,

_ Az
= (50)
Py.a T

where is the path coefficient of X on A, /"V fhe standard deviation of X
Proa %
andn‘VX A the stendard deviation of X resulting solely from variation in A. The

symbol dX.A specifies the proportion of the varience (squared stendard deviation)

of X due solely to variance in A.

=

2 o b (51)

Wright calls d_ A the soefficient of determination.
e

The important attributes of the path coefficient snd the coefficient of

determination ere best made clear by consideration of a serios of situations

graded with respect to canplexity., Consider first a variable X which is the
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simple sum of two other variables A and B, c.g. the number of dominent genes
in a zygote as a function of the number in the two gometos that combined to
form it. The situation is presented graphically in Figure 1. Cause and offect
paths of relationship are indicated by a single headed arrow pointing from the
causative factor to the factor affected. Thus an arrow
points from A to X. Corrclations nol stemming from a

cause and offect relationship are indicated by a doubie- o e /_,j‘ |
headed (non-dircetional) arrow as in the case of the P X |
correlation botween A and B, The notation is lightened Y - B
by use of small case letters to designate path coeffi- A fu

cients. From the position of the letter, "a" in the
figure it is wnderstood that "a" will be used instoad
of pX o’

o

Since X = A+ B

V=V + Yy & 2 rpalV, Vo (sce eg. 11) (52)

It is obvious that if B wore held constant without altering veriasion in A,
VX would then be equal to V,, hence by the definition of the path coofficisidt

o=y, = NTATy

1]
=

<
o
LR

=)
]

Py.B

afe & y = V) /Ty s0d

b= = v
dX.B VB/ X

Dividing eq. 52 by Vy we obtain

i v v AV, V.
75:1: _A—+_-§+2rb\t_A_-B——
X VX VX o VX

The last torm of the above equation is called the coefficient of joint determi-
nation and is symbolized by dX 5 - It is twice the product of the correlation

between the two independent ~ variables involved and the two path coeffi-
cients.
NV, Vg -
2r,y '_A-\}_B—- =2r, Py pX.B (53)
X

Note that the sum of the two coefficients of direct determination and the cocffi-

cient of joint determination is ome. Note also that when r . =0, p =r
ab XA XA

and p =r _, Whenr =0, Covax =V, ond
X.B~ X.B b 2 = A Uy ot
1y = =V Wi
= v, Ty Ty Al
=p, (54)

KA
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Case 2 = Lot X be the following function of A,B, and C.
X=uh+rB=wl

where u, v, and w ars constonbs.

|
l
|
|
|
|

9

Figurc 2 depicts tho rolationships among the variahliead.

VX = S(uA +VD + WC)Q/W

A
i
|
i
!

2 2 2 e
=MV of Ve oW VU, 4 20 NT T
Ty Vg & W £ 2287 % VaTn

T L 2n wwal T T
+ Zraouw l\\lVA‘ + 2T rwn\‘VBVC.

4
2

Again if B_and C wero held constant without altering variction in A, 'IX would Do
equal to u e Therefore

o = unV AT, and o* = G © uEVA/ x

In like menner

—_— ) 2
b= v = =
NV /Ty 0 B = 8y 5 =TV /Ty
. 2 _ _
c = w,\m/,\ivx , and o® =d, = WZVC/VX

The coefficicnt of join'l;‘_d‘e_t_gmina‘cion by A and B,

AT
Yar = P f;_\_l_\#;_ﬁ_ = 20p Px.aPx.B
In like fashion
Gar ~ Faofxatxe’ s
L om T FocPrPr.e’ '

Note again that dividing the equation for V. through by V. we heve the sum of
the coofficiants of direct determination pliis the sum of the coefficionts of
joint determination cqual %o onoc. This con bo showm true for any system in
which all courscs of variation in a dependent varioble are teken into account.
Written in goneral form

=4 +24d . =1 55
o Xel] (8)

or ész:.lb"'zzl-l‘i.P p.=1 (56)
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Case 3 - Consider a situation such as that depicted in figure 3 in which there
is & chain of cause and effect relationships.

Let X = vA + nM
en d M = VB + WC

If A remained constant without changing the

|
variance of M, V, would be equal %o nZVM : ) e l
Hence, ’ & ‘
AT o m . b Bl
o X M "
m-n\lvM/l\lVX . i

c

In like fashion, |

|
S B Figure 3 |
b= vr\jVB/r\IVM i

Now if A and C were both constant with no change in variance of B, VM would

equal ¥ VB and Vg would equal n®v“Vy, THence

]

meN T N
N[y, o NS
NV AT

Bx.B

This reasoning cen easily be extended to show that for cheins of events (regard-
less of the number of events involved) the path coefficient from the first to
the last ovent is the product of all the path coefficients between adjacent
events, Thus for the situation depicted in figure 4.

) = abed and P = boe b [ d
XD A KA B L —TD

Figure 4

One of the most useful attributes of path coefficients is that the correla-
tion botween two variables can be oxprosscd as a function of the path cocffi-
cients comeeting cousative factors to the variables in question and the
corrclation coefficionts among thosc cousative factors, Considor the situation
depicted in figurc 5. Supposc

X = uA + vB, and

A
zB + WC. V :
I

Y = =
X S—b
r._ = S(us + vB)(zB + W) T Tac
XY 2 5 v!
A
T

Expanding the numorator wo have

(uzSAB + uwSAC + VWSBC + vzssz)//\l ax?, syz Figure 5
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Dividing numerator and denominator by N this becomes

vz Cev AB v Cov AC — ww gov BC ¥z Vo <

AV Ty Ny VY” ¥ vy Ny Yy

Zxamination of figurc 5 will show thore are four connceting paths from X to Y
which do not involve more than ono corrolation cocfficicnt onmche It will bo
shovm that if the coefficients along oach of thesc paths arc multiplied to-
gother the sum of the four products obtained is the correlation coofficiont
botweon 7. and Y, The four paths arc as follows:

1s Xy fis Ba ¥
B e
T Eynb, ¥
Ly Bl

TFor the first the product of coofficients is nb'rab

o= uNV, //\IVX

bt = 2V /| Ve
2o = S AB /.\WA VB
uz Cov AB Y
and ab'r , = - which is tho first term in the egquation for the
/\‘v‘c A corrolation of X and Y, In like momer it is

Y casily shown that the products of coofficicmts
for paths 2, 3, ond 4 are equal to the other
three terms of the equation for Tyy 08 followss

w Cov AC
Wy Vy
ww Cov BC
bo A% Ty

wr = TR
Vg Vg

The proof can be extonded to show that the corrclation of two variables is
always the sum of tho products of cocfficionts for the various paths comcct-
ing the varicbles in question, There are two simple rules to romembor in
application of this facta.

1, No path may includc morec than onc corrclation coofficicnt,
Thus, X,A,B,C,Y is not a path contributing to Ty in the
above cxample. i
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2. Avoid duplicating a path. Suppose in tho example

g o variable D had been a factor influencing both A
and B, The paths X, A,B, Y and X,A,D,B.Y would
then have boon duplicates., This will be avoided
if no two paths are allowed to include a common
pair of variablos (those being correlated excluded).,

The applications of path coefficients in genoties rovolve around their
use in synthesizing correlation cocfficients, It should be noted that in
all proofs given above all interrelations wore linear oand additive. These
assunptions will be seen to hold in the instances where the method is to
be applied. For more cxtensive proofs see Wrightts publication cited below,

References
e

8, Wright, Sowall (1921) Correlation and Causation, Jour, Agr. Ros.
20:557
9, TWright, Scwall (1821) Systoms of Mating, I-V Gen. 6:111-178,
10, Wright, Sowall (1922) Coofficients of Inbreeding and Relationship.
Amer, Nat, 56:33C~338,
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The coefficient of inbreeding.

Vating between related individuals is called inbreeding. It is
well %nown that inbreeding reduces heterozyrosity. This obviously
means that when inbreeding is practiced uniting pametes tend to be
more similar in composition than would rametes of the entire popvla-
tion paired at random, i.e. that there is a degree of correlation be-
tween uniting gametes. The first step in the derivation of the corre-
lation coefficient (originally derived by Wrisht (10)) will be to
demonstrate that ®hen inbreeding is practiced in the absence of sel-
ection the correlation between the numbers of one of a pair of alle-
morphic genes in uniting ~ametes is equal to the proportion by which
heterozygosity has been decreased by the system of breeding that has
been followed. Consider the following situation,

Genotype of gametes

Fepale  lale Erequency = SRR 5
A A @+ 1 1 1
A a q(1-q)-k 1 0
2 A q(1-g)-1 0 1
a a (1--q)2 + 1 0 0

X is the number of A genes in the female gamete and Y the number in
the male gamete. 2L is the decrease in heterozygcus fertilizations
from that which occurs in random mating.

2q of the A genes are involved, q from each sex. In random
mating 2g2 go into homozygous and 2q(1-q) into heterozysous fertili-
zations : v

2 2

203 2q(1-q) = 20°+ 20-29° = 29

“hen inbreeding is practiced, the number involved in heterozyzous
fertilizations is reduced. Since all A genes not involvéd in hetero=-
zygous fertilizations must enter into homozygous unions the fre-

quency of the latter type is easily computed to be

20= =q) t

= 42
2 “+L
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In like ganner, it is easily shown that the frecuency of aa unions
is (1-q)* 4 L which makes the total frequency one as it must be.

SX

H

E12+L+q(1—q)-L]= q
Uy = E;2+ L + q(1-q) - L:]_ q?

(g=a°) = q(1-q)

1

Obviously
sY = q, and
Vy = all-q)
since the X and Y distributions are identical.
Gov XY = (q31L) -g2 =1
L

r. =z -k z
= /\]q(l-q5 T g(1-q) q(1-q)

The percent heterozyhosity under random mating was

P = 29(1-q)
Hence
r PR - 2L
B P/2 P

and the correlation of unitine gametes is obviously the percent de-
cresse in heterozygosis since 2L is the decrezse in heterozygosis and
P is the heterozygosis originally present.

The next sten is to show that the correlation can be put into a
form from which it can be conviently computed from pedisree informe-
tion. Figure 1 devicts the relationships among

1. A zyeote
2. The pametes that combined to form it
3, The senotypes of sire ani dam,

i
S .-B—¢> G

| a
b

Z Figure 1.
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a is the path coefficient from
samete to zygote.

b is the path coefficient from
genotype to gamete formed
from it.

B Tyy » the correlation between

uniting gametes (the
coefficient of inbreeding),
and m is the correlation between genotypes of sircand dem, Com=-

puting £ accordine to the principal developed in the foregoinc section

£ = om
From ea. 56 of the foregoing section

1 = 2aR+2a°f

1
a ql——-.—l
2(i%¢)
Since the path coefficient, b, represents the only path con-
nectine the ramete and the cenotype of the individual produeing it,
b is equsl to the correlation betw-en the samete and the genotype

from which it came., This correlation can be computed using the
following information.

Genotyoe Bametes produced Freauency I . A
AA A . 0?4 fiq(l-q) P
Aa A a(1-q)(1-1,) 11
As a q(l-q)(]-fl) 1 0
aa a2 (1-q)2 + flo(l-q) 0 0

X is the number of A genes in the genotype.

Y is the number of A rencs.in the gamete.

fy is the oorrelation between gametes which rave use to the parents
genotype.

SX = 292+ 2€1q(1-q)4»2q(1-q)(1-f1) = 2q
T = o £10(1-q) + a(1-q)(1-f;) = q

(57)

(58)
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v, = 4o? + 4%, 0(1-) + 2(1-0) (1=F;) - 4a?
= 2q(1-q) + 2f;q(1-q) = 2q(1-a)(1+£1)
VY = q2+ flq(l-q)f q(l-q)(l-fl) - q2
= o(1-q)
Cov XY = 2q° + 2f;9(1-0) + a(1-9)(2-1,) - 20°
= g(1-9) + i‘lo(l-q) = a(l-q)(1+£))
e a(1-q)(2 4-f1) 142
Y = 21 (59)

N2a(1=a) (1 + £))a(1-a)

the genotypes of sireand dar must be

If £ is to be sreater than zero,
this will result only when

correlated. In the absence of seleection
they are related, i.e. when thev have one or more common ancestors
or when one is an ancestor of the other. This will result in a vath
connecting G land Gy which passes through the individual common to
both sides of the pedigree. For examole, consider the situation
depicted in figure 2.

G
5, 2 G3
£ \“‘\) b [fB \\) flv\
Y L. I . TR SPGB S S
i . 1
gy ‘ : | \
\k\g\ i . )m °~. 7
T Gﬁ\ ap \l ’/
> 2 '
Figure 2. = P o o
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ey e

b, S 21 o Al gl

1 |2 e \Jz(ufl)

b, = e A 1

> \J . uE \| 2(1+1,)

PN

;A LA
2(1+t‘3)

To "= 8y b 89 By bg By 8, By

o, <\ TE0 \,'i 5
2 20+ 1£y)

1% P
53b3 = l_t_i.‘i_‘\l : = Al
2 Na+ey) 2

NEE 1 = e ol
e o e
L \J 2 \’2(1+r2) 2

1+¢f
bLbS = ; L
L
£,= (—%—) (1+ £) (60)

' If fo is the inbreeding coefficient of the individuval z, fA must

be the inbreeding coef{iéient of 8", Consideration of the source

of the exponent of i~ in eq. (60) will show that in gensral this ex-
ponent will have the value n-knl-rl vhere n is the number of cen-
erations by which the common ancestor is removed from the sire and n 3
is the number of generations by vhich the common ancestor i removed
from the dam.

If there is more than one comron ancestor or one common ancestor
appears more than once in the ancestry of either the sire or dam of
the individval for which the inbreedine coefficient is being computed,

there will be more than one path connecting Gl and 62 » In accordance
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with the princivle developed in the precedine section, Ty (the
correlation vetween Gl and G2 ) will be the sum of the contributions
of all paths, and

t, = % [(—%—) R P RY (61)

where fA is the inbreeding of the common ancestor in question and
gi indicates summation for all paths connecting G1 and G2 i

It shonld be noted that

m = £y / byby
2 4 1 = 3
N (5 SRy PR IV TR
- n+nyrl
=25 [‘(—é-) PR (1+fA)J /\’(1 # ) (1415)
Lozt e (RAERY 5 oA s e
= «[(-2-) (11—rA)_| /"\] (L+E£)(14 £4) (62)

where f_ = inbreeding of the individual S and fq = inbre-ding of
the individual D, This correlation is the so-cnlfed Coefficient

of Belationship of Uright (10). Note there is nothing about it that
restricts its use to individuals that have been or sre to be mated
together or to individuals of opnosite sex.

Note: The corrclations between uniting gametes
and between parents genotype and rametes produced
were computed with reference to bnly a single gene

< pair. This means the inbreeding coefficient refers
to the decrease in provortion of heterozygofes for
a single gene pair.in the entire population, But
if it cives the decrease to be expected with respect
to one rene pair, it ecives it for any cene pair and
hence for all,

"

XIII, Special formvlae for the coefficient of inbreeding where a system=

atic scheme of inbreeding is followed.

Tright (9) eives a2 number of special formulae for use in com=
puting the inbteedine coefficient resulting from the systematic use
of certain inbreeding systems, The derivation of one vwill be con-

sifered, Fisure 3 depicts the situation involved in continuous sibbing.
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b
1 i S
L] &Fl S >6
L ay 7 1.
D ._..b_1~.) 8 / /A a
1 4
]
m f "2
Sl —3 G a //;7
A 7 t\\al A
- B o b 6
1 1 P32
b N Figure 3.
Byl -

Subseripts (except in the case of the G's) are used to indicate
the ceneration for which a value aoplies, thua £ is the inbreeding
of the most recent gencration, f3 of the one just preceding it,

f2 of the generation before that, etc. Remember that while S is
shovm twice in the figure, the sare individual is indicated in each
case. Thus, for example, a12 h12 is the contribution of the path
S = 5) = D to the correlation m. The same applies for D.

2 2 2
p=a?o? g a? et 4 e’ nin +anin

= 202 2 (emy) = 282 (02 + 57 my) (63)
£=0°%m . (64)
a 2 = {p . 52

1 E%T:TFI) (Prom eq. 5%) (65)

505 Bat,

= T (from eo. 55) . (66)

Substituting in eq. (63) using eas. (64,45 and 66) we obtain

I

i [1+¢
§ 217 1,) J,-"l'z + 1 |

(1}

m

1426 + 0,

2(1-+1;)
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Now
£ oz mb? (57)
2 1+f

d | Gl S
e e gy (59)
- 142f; 4+ f 1+ ¢f
Hence f = i s +8
201 £7) 2 = (Qtan+ £ )4 (67)

Applying this formula we find the inbreeding for successive genera=-
tions of sib meting to be as follows:

Generation La

.25
.375
«500
.59%
672
134
s
026

BT HR>WN

Other formula of this type zre as followss

System N S Limit of £

Random sire with davghters, grand-

Asughters, etc. (1+2E9)/4 .50
Contimuous backerossing to homozygous

parent. vy e Ve 1.00
Offspring with younger parent. (. ff2f1 w 62)//, 1.00
Double first cousins. (,*'fl+ 2._-..-3 + f3+ 1)/2  1.00
One male with large number of half

sisters (half sisters of each other). (66 +-Tp+1)/2 . 1.00
Half first cousins. (1+4f5+ f3)/32 .037

Limit of f is the highest level of inbreeding obtainable by
following the system of mating indefinitely. It is found by sub-
stituting £ for fi, f3 , ebe. and solving for f. Thus, in the

first formula, this gives
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i

1"

(1 +2£) /2

4 = 1+42f

2 =1, f = ,50 (the limit of f)
Formulae for still other systems are given by “right (9). System 5
is of special interest in animal breeding because it represents the
most intense type of inbreeding th-t does not break a herd up into
non-interbreeding lines.

4 useful apnroximate formula (Vright 11) for the percent of re-

maining heterozygosis which is eliminated in each generation when
mating is at random within 2 population of limited size is

5 % e where M is the number of males and F the

an ar
number of females in the breeding population, For a breeding popu-
lation of 2 males and 7 females, this would equel 1/16 + 1/56 = .08

and inbreeding would result approximately as followss

Generation of

Inbreeding B
1 .08
2 .15
3 .22
4 .28
5 o3k

References:

11, Wright, Sewall (1921) Avolution in+'eanlelian Poprlations
Genetics 16: 97-159,
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STATISTICAL CONCEPTIS IN GENETICS

II, Statistical formulae

A small group of population parameters (the mean, variance, linear regression
coefficient, and correlation coefficient) will be used repeatedly, The student
should have at his command the basic formulae involving them, The most important
of such formulze are given below together with some attention to derivation, The
derivations given should receive the students' attention because they exemplify
sorts of algebraic manipulation to be used extensively in the material that
follows. Some of the formulae are given in several algebraic forms; the student

will find it helpful to have an easy familiarity with all of them.

4, Variance
Consider a population of which the individual members are designated as
1, 2,3, v o o, N
and their magnitudes in some measured character are
X, Xy, Xgy o ¢ 0, Xy
The arithmetic mean (i) is

Xp #Xp 400 0 Xy
I

ﬁemﬁmw(SQ)m,demRMm
2
-, 5(x3) . (0°
_ - N
X N N @

letz =8 ~ %, m =X, - §, ot
2

<
Then, g =55 (2)
Small case letters will be used throughout to symbolize deviations of a yariable

from its mean. Other uses will, of course, be made of the lower case ietters
but when a variable is symbolized b g specified letter the corresponding lower

case letter will be reserved for the deviation of that variable from its ncan,

e
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The effects of coding on mean and variance.

Let the measured valucs of the above population be coded by subtraction of

a constant value, a, from each, This yields a new population of values,
Xy - a, X5 - a, e mia, e

The mean is

XZj ~—a+Xy-ae s e Xy - a E L=-No .
e & 2 gl = Sl Vg S
X-a = = T =X-a (3)
The variance igs
z 2 Byl
.2 _S(X-:\,-X-#a) _S(X—X) A D
~ = = =
T - o) . = F e ()

Note that the coding changes the mean in the same vay thet it changes
cach individual but docs not affeet the variance, Obviocusly coding by addition
would have similar conscquences.

Next, consider coding by multiplication, Lot each value of the original
populetion be multiplied by a constant, ¢, We then have the valuce
cXy, cXp, CX3 o o o

Their mean ig

T = cXy + cxz L T cXy = ci (5)
N
Their variance is
4 =2
2 _S(eX = oX) _ c%S(X -X) _ 2.2
6‘c:<~_-ﬁ—-l-~?)—c §% (6)

4gain the mean is affected in the same manner as the individuals, Clearly the
above covers coding by division since g may tcke o fractional value such as

1/10 and multiplication by 1/10 is the cquivalent of division by 10,
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G
C. The correlation coefficicnt (/0) ond the regression coefficient (/9).
Consider two populations
X1, X5, X3, * + * with mean X, and
Yy, Y5, Y3, ¢ ¢ ¢ with mean i.

By definition the corrclation coefficient is

S(x - DT - 1) Sxy Sxy/N S (
1 = L 7

o= ———
/\5 s(X - )-{)2 * 3(Y - §)2 ’\j Sx2 . Sy2 /\'i S__xf - sy? Tx Oy

QN N

where O-XY = § gy = Covarionce of X and Y,

s(x-i)(Y—§)=s _ Oxy

Pox® s(x - X)? s? B s;xz (©)

;s -DE-Y) S g

/6x.g' S(Y-Y)2 S}g 6—}2, (82)
5

P i 1B = (9)
F'xc_y

The cquation of the regression (Y on X) model is
Y=Y+ /:f' X +c

or subtracting § from each side of the equation
y = /j X +c

where g is a random error in Y not correlated with variation in X,
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Rearranging

e=y= dx

so? =8(y - 402 =807 - 2 Fxy + £

BXYSAY  Sxy « Sxy » Sx2
S22 SRR

= Sy%- (oxy)/ex? (10)

502 is, of course, the sum of squarcs of the deviations of Y from rcgression on X,
It should be noted that if any value other than Sxy/sz were assigned /5 s 502
would be increased, i.c, /é satisfied the lengt squares criterion,
The equation for the regression line is
T=Y+4x
where ¥ is the predicted valuc of Y for any value of x inscrted,
/5’x =Y - ?
symbolizes thc deviations of predicted valucs from the mean of Y cnd the sum of

squares of such deviations is what is called the regression sum of squarcs

o3 2 ,
(02 =200 B o2 a2 (1)
(sz)z Sx

From (10) and (11)
2 2
2 R S
o ottt L g o e

or dividing through by N

5 2 e 2
5-0*‘ G‘ﬂx“b—y (13)

5= g is frequently symbolized as G~ ?,'x « From (12) ~nd (12) we sce that

cither the sun of squarcs or the varisnce of ¥ is divisible into two parts

(1) that duc to regression, and (2) thot duc to deviation from regressions



Mimco. No, 2
5= R, E, Constock

D, Variance of sums, diffcrences and means,
Consider two populations
4, 4y, A3 * ¢ ¢ ywith mean E, and

Bysy By By *» ¢ ¢ with nmeen B.

2 2
a2 - 8a 2 _ sb
TA-—N-, G‘Briﬁ.

Now let a third population be formed ag follows
.y Al + By, 02 =4 + By, ctce

G =41 +B] #4) +By e

=4+3B
N

=0 -C=4 +B -1-F=0 +1

02=02-C=A24‘B2-Z-E=a2+b2
otc,
2 2 b + abe
" 85 S(a"’b)z 8o~ 4 Bab + 3
Se=w = %
N u
2 2
=8a” _8b”  2sab 2 2
i i G-A*(TB*Z/"'ABS"AG-'B (14)

1
The reader can casily verify that if the C s are taken as the differences between

4's and B's rather than as the suns,

2
5 g2 5
c A o _2 s . o
= B /{AB‘YA"\ B
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In either case if /OAB = 0, 148, 4 ~nd B orec uncorrclated

)
When the nembers of two such populations arc paired at randon /° will always be
zero, There will be nmany instances important to us in which this will be the

cases  Equation (13) is truc beecause there is no corrclation betcen X and ¢,

The above can casily be extended to swis (or differences) involving any

nunber of variables, Thus

2 = St 2 e 12 2
Catptgtp.,,) "1*TE*CG*C ... (15)

provided none of the variabiles are correlated, Or

2 = 2 2 2 2
Sl el + LI )
RS R XEErS rrxl GX2+ T o+ G

5 Xy
If X, X5y o o e Xy are all drawn fron the same population

6‘2=G‘2=000= 6—2___6@2

Xl X2
and
2 2
5 = =N
()c1 X, 4 x3 %) 6

Now if this sun, (Xl + X, + XB P XH)’ ig divided by N to obtain a.moan, ;{,

applying (6) we find

2 5 2 G2
b BF- bl (16)

the formula for the variance of o nean,
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lote that all of the foregoing has dealt with population paraneters
rather than sample statistics. This is the reason, for exanple, why the
denominator in the variance formula is N rather than N = 1. It also explaing
why equations such as (15) involving variances of suns and differences con be
given as strict equalities rather than as approxinations. The reason for
approaching the subject in this way ig that the parameters (the population velues
of the mean, veriance, ete,) are the nexpected! values of the analagous statistics
in sanple data. Much of our tine will be _spent in the derivation of toxpected!
volues and for that purpose the above forns will be appropriatcs Obvicusly, when
expectations arc to be checked against cobgervationg or parancters arc to be
estinated using sanple data the appropricte sanple statistics nust be used as
Negtimators" of the parancterse For cxanple, if 52 is to be an unbiased estinate
of & 2 it ruet be computed fron the scuple dota as M rather than as
s(x - i)?" X

Problenss

1. Give the variance of oX + % - 7 in torms of the variences of X, ¥, and 2
assuriing that 2 and b are constonts and that X, ¥, and 2 arc uncorrelateds

2, Give the voriance of (x + ¥) assuning the correlation ( /Oxy) to be 5,

& 2 to be 10, & 5 to bo 20, and N to be 12,

3, IfX=44Db +by+** *bp 40 voy e op ond there arc no
corrclations anong the surmed valucs, vwhot is the vorionce of X? Considor the
b's as randonly drevn from one population and the g's as random;Ly dravmn fron
ancthere What is the varience of X/n?

Le Given IS‘% = 64y § ]2) = 100, ond SCD = 32, What is the variance of rC +%

where T and t are constants?
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III, The genotypic improvement resulting from selection,

The value of a genotype may bé measured either in terms of (1) its effect
on the phenotype of the individual vhich poscesses it, or (2) the mean genotype
of progeny of that individual, For illustration, congider a pair of genes (4,a)
of which the gene A is completely dominant to its allele, Ileasured in terms of
their effects on the phenotype of their possessors, the genotypes 44 and Az have
equal value while by the second criterion of measurement (the progeny) their values
are obviously not equal, The value of a genotype with respect to the phenotyme
of its possesgor will be réferred to henceforward as the genotypic value or the
value of the genotype, The deviations of such values from their population mean
will be termed the effect of the genotype, One individual will be said to be
genotypically superior to another if the value or effect of its genotype is greater
(this assumes that the method of neasurement is such that high values arc more
desirable than low oncs),

lic shall be concerned first with the effect of selection upon the difference
in genotypic value (as defined above) betwoen sclectod individuals (or lines,
varieties, hybrids, cte,) and the mean of the population or samplc from which
sclections were made, iees, the genotypic supcriority of selected individuals., The
effect of selcetion upon the mean genotypic value in later generctions ie a more
complox problem, eonsideration of which must be postponcd until further groundwork
has been laid, However, as will be shown later, the gain reflected in later
gencrations is proportional to the genotypic supcriority of the selceted
individuals.

Selection is based on the phenotype, The phenotypic expression of any charac-
teristic of an individual, c.g., height at a spceified age, is the resultant of the

genotype of the individual and the environment in which it develops, The relative
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importaence of heredity and environment ag sourccs of phenotypic variation ig known
to vary greatly for different cheracteristics, Traits such as color are in general
almost complctely under genectic control though there are classieal cxceptions, The
so-called quantitative characters are for the most part much morc rcsponsive to
cnvironmental variation,

We recognize intuitively that given a certain amount of genctic variation
sclection will inercose in effectiveness as variation in phenotype from cnviron-
mentel sources decreases. It would appcer that control of environnent should
offer a means for making seloetion norc ofiective and some effort in this direction
is productive. However, it is essential to recognize thot o completely uniforn
environment for all individuals of o group is an nbstraction, never an actuality,
The enviromments (defined to cncanpass all non=genctic variables that affeet
phenotype) of plants vory cven though the plants nre grovwing adjacent to cach other
and the enviromnents of animals vary even though all arc handled ag nearly alike as
ie humanly possible, A4 little consideration of goil variation, conpctition, the
randon distribution of parasitic and pathogenic organisms, accidents of various and
subtle sorts, ete, will suggest many uncontrollable sources of environnental
variction,

4s a prelininery exercise to gain fanilicrity with the ncaning of certain teorng

and notations consider a population of genotypcs
G1s Gp, o o o, Gy
of any plant or aninal, and a population of environnentg

Ely Bpy o v o, Ey

4ssurc that one individual of cach genotype is raised in c-ch of the M cnvironmente,
Syribolize by P the neasurc of any characteoristic such 2g height and assume thet the

messurcnent is not subject to error, Lect Pij be height of the individual with the
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ith genotype raised in the jth enviromnent, Thus, for cxample, Pp3 will be the
height of the individual with the genotype Gy raiscd in the environment E3, Let

P be the nean height of the NI individuals, and

Piy - P= Py @)
Thus
Py = 8i=by
Py - =py
ete,
Then

Py # By F o By
i = 810

M

the cffoct of the genotype Gy for the population of environnents involved, In

genoral
Pyl *Psg ¥+ v o Pig _ (18)
i S8
the gffect of the ith genotype, ond

Pig *Pag ¢ o vupgy (19)

os
N ik
the ¢ffect of the jth environmnent for the population of genotypcs inveolved,

Note that the effeet of 2 genotyve is definca in terms of the avercge,
for sonc specified population of environrients, of the associcted phenotypes, In
any practical selcction problen it is important that the populatiop of environnents
be delineated., For exanple, in selection ameng corn hybrids it night be conposcd
of those environments in vhich corn is raised in the Coastal Plain arca of North
Carolina, In like nanner the effect of an cnviromment ie defined in terns of the
average phenotype, for o population of genotypes, of individuale roised in that
environient,

Now Pq7 = P is not necessarily equal to the sun of gy and ©1e The phenotypic

response to o given variation in genotype moy not be the same in all cnvironnents;
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individuals differing in genotype nay respond differently to a speeific variation
in environnent. Is it the response to genotype or te environnent which varics?
We cannot distinguish and resclve the situction by saying thot there are genotype-

environnent interactions. Let

Py - P =gy +0p +1 or W eEm-a -0
Pz =P =gy +e3 +iy or BP9
ctee

You will notc that the i (the interacticn tern) is the anount by which the
deviaticn of the phenotype from the general ncan fails to be the sun of the
average deviations for the genotype and environnent involved, In general
= Pss = ; = + c: 4 i
Pyg-d F4 81 * o5 * iy (20)

which is our mathematical model for phenotype, For practical purposes it is not

quite complete since it does not recognize errors of neasurenent which are alweys
involved in practical situations, Such errors arc reecognized by addition of
another tern to the nodel,

Pijk = g5 + oy + iij * 2y (21)
The third subscript is necessary becouse nore then one individucl of a given
genotype night theoretically be raised in any given environnent, Thus pijk
specifics the kth individual of the ith genotype raised in the Jth environnent,
and zijk ig a randon error in neasurcnent of that individunl's phenotype, The

phenetypic variance ((Y'g) for the population specificd is

2y 2 5 =
Tr =03+ T+ oi+o? [see (12), 11 ] (22)

since the definitions of g, e, i, and z werc such that thore can be no correlationg

anong then, The reasonsfor considering this hypothotical populaticn were (1) to
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establish definitions of genotypic effect, environnental effect, and genotype-
environnent interaction, and (2) the populstion deseribed is of the type fron
which the material with which we deal in practical problens nay frequently be
considered a sample,

In certain instences, houever, tho parent population cannot be assuncd to
be of the type eonsidered aboves The nost important thing to be on guard ageinst
is lack of independence in the distribution of genotypes ond envirennents, (The
specification that cach genotype was to be raised in coch environnent was one way
of describing the situation that would obtain in the population if genctypes and
chvironnents were independently distributed,) It is probable that in the case of
certain hunan traits genotypes and environnents are not independently distrituted,
For exarple, both the IQ of children and the environnent in which they are raised
arc probably corrclated to sorme cxtent with the IQ of their parents, A4gain in
natural populations which extend over areas vhich differ in avercge environnent,
the distributions are likely to be non-independent since in cach arca there would
be a tendeney for the best adapted genotypes to reproduce rost ropidly and those
best adapted might well differ frem orce to freas Our prinary eoncern, hovever,
will be with applications to controlled breeding prograns with farn anisinls or
agrononic erops with which randon digtribution con bo affceted,

For gone of cup purposes there +ill be no point in distinguishing envircnnental
cffects, fenotype environ ent intercetions, and errors of meesurenent, In those
instances the frllowing sirplified rodel will be used, :

P =g %o
in vhich ¢ is the sunm of the three non=genctic effects, In other cases, ¢ will be
defined to include the neasurerent error, the offcet of environnent, and q fraction
of the genotype-environent interaction with 1 being defined to include a specified
conponent of the interaction, However, the canplete nodel shruld always be kept

in nind as a check on the applicobility of any variate version,
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The estimation of the genotypic supcriority to be expected
on the averzge in selected individunls ie o regression problen,
We can measure phenotype so if we know the regression of genotype on phenctype
we can predict the amount by which phenotypically superior individuals are
superior in genotype, Let

Pp=g+e

where g is genotypic effect and e is the deviation of g from P due to
environmental variation, genotype environment interaction, and measurement

error, Then

- . 2pg_ 2elgte) & 2 &
crlog"'ﬁpg"“"ﬁ"'_""ﬁ"h'*_ﬁ_gg (23a)

Note the absence of a correction term in the equation, It would be zero since
the means of Py 8y and e are all zero, If genotypes are distributed at random
relative to variations in environment and the measurement error is random, there

will be no correlation between g and e, i,e, :i: ge will equal zero, Hence
2

o Y g 2
ng = . = Gg (23b)

The regression of genotype on phenotype will be

0 9 g o
Fg~Ssy "~ (24)
= a2

"

T7e can now‘set up the prediction equation for genotypic superiority of selected
individuals, Let
Ps be the selection differential (the mean difference in phenotype between
selected individuals and the grou? from which they are seleeted), and

€s bc the mean genotypiec supcriority of the selected individuals,
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Then

& =) Fups (25)
where (=) is used to indicate estimetion rather than strict equality in view of
samﬁling error present, If Pg is measured in terms of the phenotypic standard
deviation we set

Pg = k (T'p (26)
where k is the number of standard deviations by which selccted individuals arc
phenotypically supcrior to the entire group, Then

2 k 5 2
l_-.‘g

g, (=) ﬂgpk"‘"'p=k & &5 =

2 (25a)
goz P o

P

This form of the equation has special utility for measuring the advantage gained
by reduction of thc environmental component of phenotypic variance through
control of environmental variation, k is on the average constant vhen the
proportion of total individuals which are soclected is constant, Since v'f\,/‘?é

is not a function of environmental variation the only term in the equation which
will be affeceted by change in environmentol varicage is 6‘13. Let us consider the
effect of variation in ‘b—p on g, assuming k constant, i.ec, that the selocted
proportion of the population remains constant, Let A“"p symbolize the
amount by which ¢ P is changed and /lg be the corresponding chzinge in

genotypic gain resulting from selection, Then

e gpd
gg (=) '—"g.r., (252)
“p
2
kg
8+ Qg (3) : (20)

Tt d o,
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and
kS 3 -2
Dy () DTS T
s = & >
€_+AC (8)
P & P P

The expected increment in gg as a fraction of 8g Will be

Dg Ng & .
—E _%i = dp -1 (28)
oy 5 S
8s kS, 5 N [AN P

In cases where § P is reduced (as presumsbly it would be if environment is mede
more uniform) A § P is @ negotive quantity, Let the change in & é resulting

2
from greater control on environment be symbolized by (o = 1) & e Where

0<2a<1,0, This is the amount of change in & g, Then

AgE G rj'2
8¢ =(‘5’ + A g Tie A\ 2 . -2 el b
P S P 6’p + (a-l)ge
bstituting & 2 - & 2 t® (e c2 =2 462
Substituting 5 % for &% (since & 576G <+ 19 e)
Ag & 2
_g_§= A P -1 (29a)
s

ls2+@-1(c2-07

If numerator and denominator of the term under the radical are both divided by

& g, we obtain
bhog I =
. | 1 = y (29b)
gS

/\\ a=-(a=~1) & 2/’\'%
which is the fraction by which genotypic gain from selection is expected to be
increased as o consequence of changing environmental variance by (a - T s ;23:
iees from G g to g 4 (a=-1) 3 g =g G- é. Values of this fraction are
2

listed in Table 1, They indicate that when (S g amounts to ns much as one-half

of & S, control on environment is relatively incfficient in increasing the effect,
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of sclection, Even vhen & é is rother low relative to o g, environmental
variance
Table 1, Valucs of /) 8s as o fraction of gy for varying valucs of g
and O E/ 0"% (fron cquation 29),

R

THTE
a ol o3 5 07 9
9 «048 «037 <026 2015 »005
ol +170 «125 »085 2048 «015
o5 348 «240 o154 .085 «026
o3 <64l +400 240 o125 <037
ol 1,294 o64s, o348 «170 $048

nust be roduced shorply if the effect of selection is to be inereased very nuch,
For exnople vhen 3 f; is onc-tenth of D‘g reduction of "Té to 7 Tg

inereascs the expected genotype gain from selection by only 17%,.

The expected value of ke

When the deta on which selcction is based arc available the selcction
differential, Pgs con always be obtained dircetly, However, in theoretiecal
problens the expected mognitude of k, the scloctio-n differential in units of the
popul-tion phenotypic variance, is often required,

If the sanple fron which selcctions arc to be made is of size 50 or less,
expected k nay be obtained fron Teble XX of Fisher and Yates (1), This toble
gives, for samples from N = 2 to N = 50, the nunber of standard devinticns by
which the lst, 2nd, ¢ « « Nth individunls noy on the average be expected to
deviate fron the nean if the individuals of the sample are placed in renk order,
For cxample, if we are going to tcke the best 4 of o sample of 40, we find fren

the table that on the average they will deviate 2,165 1475, 1452, and 1,34
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standard deviations from the nean, respectively, The average of these figures,
1469, is taken as the expected value of k, Assunptions involved are that the
sanple can be considercd ag rendonly dravm from o parent population of the
"nornal® form,

If sclection is to be fron sanples of nore than 50, the cxpeeted value of
k can be obteined from the attributes of the normal ecurve as z/w vhere ¥ is the
proportion selected and z is the heigbt of the ordinate vhich divides the arcs
under the "normal" curve into portions relative in nagnitude to the proportions
selected and rejecteds The value of Z con be obtained using Tables I and IT
of Fisher ond Yates (1) or fron the table in the Handbook of Chenistry and
Physics which relates to the "nornalM curve, If the tables of Fisher and Yates
ore used, Table I ie entered with P equal to either 2w or 2(1 - w) whichever is
1.0 or less, (Tho factor, 2, is introduced since Table I gives the relative
deivate, x, beyond which = given proportion of the population, B, is found when
both tails of the curve are cc-n_sidored; We are interested in only the positive
tail of the curve,) Table IT is then cntercd with the X obtained from Teble I
to find z.

Exanple: 20% of the sanple is to be selected, i,c, v = o2y P =2u =4,
X for P = o4 is 48416 (from Table I), z for x = 8416 igs «2799 (from Table T)e

k = z/7 = ,2799/,2 = 1.4

If the table fron the Handbock of Chenistry and Physics ig used, i‘ir}d the value
S =u (or if w » o5y the value v - «5) in the colurm headed M"Arcatt and read the
vaELue of z fror the next colunn to the right which is headed "Ordinote,n

There will be o slight upvard bias in k taken ag z/w since this assurnes the
sanple fron which seleotion is nade to be of size approaching infinity, However,
the nognitude of the bins will be unimportent unless the proportion to be

selected is very small,
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Problenss

5¢ Obtain the expected valucs of k for selection of .05 and «3 of samplcs
of size 20, 30, 40, and 50 uging Table XX of Fisher and Yates, :

6, Obtain the expected valucs of k for sclection of «05 and ,3 using Tables I
and II of Fisher and Yntes or the table in the Handbook of Chenistry and
Physics,

7e dssune G 12) for amual egg production of pullets is 625, What is the
expected selection diffcrentinl for the top 15 from o randon sanple of 100%
for the top 3 from a sample of 207

8, Given G é/ G’% = o4 and 0"3 = 100, vhat genotypic gain will be expected
from selection of the best half of samples of size 6, 12, 24, and 482 Obtain

these same values assuming 6’5 is reduced to .8 & §, o6 (}“g, and .4 ;_7‘5,

Referencesg:

1, Fisher, R, 4, and F, Yates (1938) Statistical Tables for Biological,
Agricultural, and lMedical Research, Oliver and Boyd, London ard
Edinburgh,,

2, Handbook of Chemistry and Physics, Chemical Rubber Publishing Co,, Cleveland,
Chio,
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IV, (con'd)

C. Cases vhere each genotype may be reprecented by morc then one individual but
where the individual expresses the character only once,

Individuals of the same genotype are possible with pure lines or -rith
material thot can be esexuclly propagatcds Thus these sorts of material belong
in this category unless the characters are expressed morc than once as in perennials,
Specific examples of traits in this group are the choracters of inbred lines of
corn or single cross corn hybrids, and of varicties of such normally sclf-fortilized
crops as oats and tobacco, Sweet and irish potatocs are cxamplcs from among tho
horticultural crops,

Procision in the comparison of genctypes can be much_grcater with material of
this type. Because large numbers of individuals of each genotype can be produced,
the error of comparison can be reduced by replication, However, important questions
arise concerning the optimum amount of matcrizl to use in gcnotypé conparisons and
the optinum distribution of the matericl rolative to the population of cnvironnmie
for which we wish to evaluote the zenotypes,

As a concrete oxemple of the practical problem consider the evaluation of
strains of oats for use in the Picdmont area of North Caroline. The population of
environnents involved ore t.ose vhich occur in that area, Specifie sources of
variation in cnvironment that are recognizable arc soil veriability within the crea
and variation in the climate complex from year to year or from onec pert of the arca
to another in the scme year, It is quite obvious that selection anong vorictics
based on data collected in onc year and at one location eould be quite ineffective
with respect to genotypie value for the population of Piedmont envircnments since
only onc of the soils and onc of the Melimates" would be involved. We recognize
that the evaluation of the zenotypes should be made on nore soils and in more
"clinmates"s, How can we decide such practical questions as how many locations and

years should be involved in a varicty tricl and how nany replications should be
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used at ecach location in cach yecar,

The mathematical model is more involved in this case since we wish to

subdivide the total effect of environment into portions arising from several

specific sources, Let

Pijkim = 81 * a5 + by + o35 + dig * £y + hyjy + Uikl * Ty * Zijkgn (48)

where

Pijidm is the deviation from mean phenotype for the mth individual of a plot of the

81
23
by
Cq J

%k

21 jkim

u

ith
the
the
the
the
the
the

the
the

the

the

genotype in the 1lth replication at the Jth location in the kth year,
effect of the ith genotype

effect of the Jth location

effect of the kth year

interaction of the ith genotype and the _,j_{th location

interaction of the ith genotype and the kth year

interaction of the jth location and the kth year

second order interaction between the ith genotype, the jth location and
kth year,

effect of the lth replication in the Jth location and the kth year

effect of the plot on which thc ith genotype is raised in the jth

location, the kth year, and the £ th replication,

measurement error plus the effect of intra-plot environmental variation for

the

individual in question,

Of course, some of these e’fccts cancel out in the comporison of genotypes if ecch

genotype is represented by the same number of individuals in cach replication,

location, and ycar, Supposc cach genotype is represented by a plot of n individuals

in cach of r replications at each of g locations in ecach of 1t years., Then
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8
Spj = nrstgy + nrt b ay + nrs
3= k

t s t
L mjglclj e

bt faank 2
+nr £ #nr Y hys +n ¥ u
ik 2. "1jk -
j=1kx=1 sTipT 4 lek=11~13kl
8 Ll o s % r n
a0 U T L S TR ol el e (49)
fraa T e M S 0 By n T ki “

The sum for any other genotype will be the same oxcept for substitution of the
subscript for that genotypc wherever the numeral onc appears 2s 2 subscript in the
above expression. This lcaves unchonged the terms involving the year effects, the
location effects, the interaction of yeoor and location, and the replication effecte:
thet is, those terms are constonts in the sums for the various genotypes, Being
constants they will not contributc to the variance of the phenotypic nmeans and will

be omitted from the equation for the mean, Pje

e f ( t st
= mme— = + s -
W el $%1 faghie * kgl(dn:)/t + j2=—l kélhljk)/st

s t
b 1
j=lk=1

ﬁ?rv1n

s t ;o n
(Vljk o)/rst + 5 g = ¥

(2121 0..)/nrst  (49c)
5 jT1k ifklu

The varionce of the mean phenotype for a genotypc will be (sce equations 6 and 15,

scetion II),
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o2 2
s8¢ 5 l.d+st'5'h+str(')'3+strn6“%

T - g 3 2
5 Coe S i G v

=Uz*ig+i§'+i§+f’j+§:j (50)
st str strn

where

g—é = genotypic variance

0—% = variance duc to interaction of genotype and location

';g = yvariance duc to interaction of genotype and year

>3 ﬁ = variance duc to interaction of genotype, location, and year

o‘% = varicnce due to environmental variation between plots in the same replication,

and
0—5 = intra-plot varicnce between individucls of the same genotype,

If mcens are computed on the basis of plots as is common where the number of plants

per plot is large, we have np, the varionce of which is

e 2 ~2 e
6-2-=n2'\)—§#n6—a nd.d+n2()h+n2<r\zf+n2€§ (O)
e = t st str strn S

what is ordinorily called the experimental error or strictly speaking the within
replication plot variance is in our notation n26’ % +nG %.
If as before we write

then

and
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’G 2= + + § el % 2 (50b)

is tho non-genotypic, and nzﬁ' 2 the genotypic portion of O ;?,5 « OClearly
inereased replication will not by itself be a very good nethod for decrcasing
n? o § if interactions of genotypes with locations and years are very great. That

is nceded in thot case is to inereasc g and t, the numbers of locations and yoars

at vhich the genotypes arc compored, 4s a basis for deciding the optirun ratios
between g, &, and r, cstinates of the scveral varience ecmponents arc requircd,
They can be obtained from the data of variety comparisons conducted in several
locations in more than cne year, Asswic as above that cnch genotype (varicty) has

been replicated r times at cach of g locations in ecach of t years and that therc

were n individuals of the veriety per plot, The analysis of variance would be as

follows,

Source of Variation defs M,S, Expectation of M.S,
Locations 8 =1

Years t=1

Locations x Years (s = 1)(t - 1)

Reps in locations and ycars st(r - 1)

Varieties G=-1 I 112(0’2 + r0‘§ + r'I;LT‘;:a + rsa‘czl
4+ rts 0 2)
o 2.3 2 2
Ver, x locations (s=1)( -1) Hy n%(c”+rof+ Tt67g)
Var x years ) (t-1)(~-1) lg vnz(cr2 + ::-6}21 + rsd"é)
Var x loc x years (s = 1)(t - 1)(G -2) 1y, n"z(o‘2 + rc'lzl)

Var x reps in locations >
and years st(r - (G - 1) g n* g%

Total strG - 1
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As used in the expectations of ncan squires n?'

of (502),.

Gzis cquel to nzﬁ_xz,*né—%

The nean square expectations are approprinte functions of the population
varionces derived on the basis of the arithmetic operaticons involved in computation
of the mean squorcse Lot us first consider the voriety mesn square, The population
variaonce of varicty ncans is given in (50.:\.). Now renenber that the mean square is
conputed as the sanple voricnce of the variety suns divided by str, the nunber of
plot totals th't are swuwed for cach variety, Thc vorionce of variety suns is
r252t2 tines the variance of variety nemns and dividing it by rst ve have from
(502)

' 2
nz(rstG§+rtG§+rsf5§+r5§ 45-‘2,4»—%)

Substituting & 2 for g- 3 * i;j e have the expectation of the variety nean square
as given in the anclysis of variance,

The varicty x location nmcen squore is cotiputed fron the variety suns for single
locations, 4s a working procedurc for obtaining its expectation, we will (1) write
the equaticn for such suns, (2) subtract all terns invelving effects not speeific
for a given genotype and location, (3) write the cxpression for the population
varianee of the remainder, and (4) divide that variance by the number of plots
totaled in these swis as is done in computotion of the rean squires.

Step (1) %

t t
Spij = ring; + rtnaj + rtncij C rnkglbk + rnky: ldik + rnkX £

= = 1 f
t % r
t r
+ rn h +n 3 Zu +n > S w
Z’ e &y gT L k2='l gay KX




limeo, Nos 5

=T= R, E. Comstock
Step (2)
Yt_ t i t }r_ n
ay = 2 > . # > ¥ 2. ‘- Z
S'pyy = rtnogj + ™ < lhiJk nk Z="1 g= lviij k=1 f=1 m?—:l ijkdm
Ste

Variance = rztznzc‘g + r%n% 6"}21 + ntr (‘73 4 rtn 6";"

Step (4)

2
Variance = p°R — 2 ) 2 z
I n(rtc‘c+rrh+rrv+_r.l_.)

The final expression is the mean square expectation as given in the analysis of
variance,

The steps outlined above may now be put in a general form that will be
applicable for deternining the expectetion of the mean squere for any source of
variance in the analysis of variance table, The first two steps listed above can
be combined into one., The steps involved are then as follows: (1) Write the
equation for the sums used in computing the mean square, omitting all effects not
specific for a single one of these sums. Note that effects specific for single
sums will inelude among its subscripts those necessary to specify the sum,
(2) Write the variance of the expression [remembering (6) and (15) of
section II] o (3) Divide the variance by the number of plots totaled in cach of
these sums, For a slightly different rule for writing mcan square expectations
sce Crump (8),

Given the mean square expectations the proccdure for estimating the varicnce

components from the mean squares is easily scen,

My - “n? G2

, - us)/r 5 n?c 2
(i3 - W)/rs — n?¢ %
(i = 1)/rt —> 0P 5 2

(g = Iy = 13 + 1y)/rst —> n?

2
€z
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where —>> 1ie read "is an cstimate ofM,
As o numcricol cxample an analysis of veriance is presented below of date on
yicld of 10 varicties of soybeans at cach of 5 stotions in cach of two yeors, The
comporison was roplicated 4 times in cach location and year, We have thens G = 10,

8=5,t=22, =4,

Source of Variation dafs MeSe M.S, Expectation

Ycars 1 4244453

Locations 4 1,044,298

¥x1 4 1,632,833

Varictios 9 422,236 v2(52 4 468 + 2053 + 862
+ 408 S)

VxY 9 42,950 n?(62 + 4cf + 2063)

VxL 36 46,359 n2(s? 4 4R + 852

VxYxL 36 60,74, 1*(S2 + 46%)

Reps in ycar and location 270 12,716 n? S 2

4 somewhat unexpected result is noted, The V x Y ond V x L means squares ore
smaller than the V x ¥ x L mean squore instead of larger as was to be expected
assuning & g end & g greater than zero, Since variances cannot be negative
quantitics the most logical procedurc probably is to conclude that & 3 and & ?
arc zero (or at least of insignificant magnitude) and to use all threc of thesc

interaction mean squares as estimates of n2( €24 L& 121). On this premise our

estimates of thc variaonce components arc as followss

Component Estinate
P s 2 12,716
2 & 2 [9(42,950) £ 26(46,359) + 36(60,704) _ 12,7161 "

= 9,914
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(contad) Component Estinnte
n?s i ZCT0
n2 & 3 Zero
=2 5’2 E 422,236 - 2042,950) + 3§§46,359) + 36(60,744)
= 9,247

n'?'fS' g for the experiment as conducted is estimated as
o
UL 1g4.316 = 1309 Efron (500) |*

and as on estinate of n? & é/ & 1215 wie hove

ST+ % ™
The above estimates are, of course, subject to sampling variance, However,
if the data were sufficient to assure that the cstinotes were substantially correct,
they would furnish a basis for deciding the manner in vwhich varietics should be
tested in the future, Referring to Table 1, Scction III we sce that when
S é/ "S is as high as .7 to .9 there is little to gain from attenpting to decrease
& g, is.es in the case under discussion there would have been no point in ipcrcasimg
either replication or the number of years and locations at which the conparigon
was nades I the estinotes of the variances vere substantinally correct, reduction
of replication to two in future conparisons would result in reduction of the
expected value of n® o g/ 2- only to
924’7
9247 + 2& _27_1_

= .85

The data indicate that very little was gained fron using 4 replications instead of
two,

A brief sunnary of implications of the relative nagnitudes of the variance
conponents with respect to the design of selecticn prograns is pertinent at this

point,
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l, Unless § 2 is very large rcletive to the other conponcnts of non-genctic

2.

3'

variance, more than two replications at a single leeation in a single ycor

will rarcly be werthwhile in terms of 4 gé, the increasc in progress cxpected
fron sclection,

Then & g, variance due to interaction of location and genotype, is very large,
selection for average perfornmonce over the entire areca from which the locaticns
were drawn should be abandoned if a criterion can be found for establishing
sub-areas within which CT'% will be much reduced, The reason is that when

this interaction is large there is probably no single genotype that will be
superior under the conditions of all locations in the area, By subdivision

on some meaningful basis such as soil-type, drainage, etc,, it may be possible
to find genotypes with superior adaptation for all locations of a given
sub-area. (Note that the criterion may not divide areas along geographical
lines,) The location-genotype interaction that remains after further area
subdividion becomes impractical must be dealt with as error variance in the
genotype comparisons and controlled by meking variety comparisons over a
sufficient number of locations,

When & g is very large the only useful action is to increase t, the number

of years over which tests ore run, unless measures of climate or effect of
climate are availeble before planting time which will sorve to divide the year
population into sub-populations within vhich year-varicty interaction would

be greatly reduced, For example, it is possible that genotypes respond
differentially to soil moisture at planting time and thot certain varietics
might be recommended for use when soil moisture was high and others when it wos
low, (The intent is not to scy that this is or is not a reasonable possibility,
The exomple is advanced only to indicate the sort of thing that would be required
to climinate year-genotype interaction as a source of error in recommendations

of superior genotypes,)
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4s Variance duc to second order interaction of genotype, year, and location,
In gencral, this variance must be looked on as error variance to be controlled
by increasing locations, ycors, or both, However, to the extent thot it is 2
consequence of variation in weather between locations in the same yeor there
is a possibility of dealing with it as suggested in the case of G'g.

D, GCases vwhere each genotype may be represented by nmore then one individual and
phenotype is expressed more than once by cach individual,

The most coumon cxamples orc the porennial crops capzble of ascxual
propagation. The annually oxpressed characters of fruit trecs, stravberries,
blueberrics, sugar cane, ete, belong in this group, Traits of perennial foroge
crops in which sced is produced entirely by apomixis also belong hercs

The situation for these traits con be resolved into one very similar to that
for category C if we take the point of view that the troit should be measured in
terms of ite average expression during the lifetime (defined in terns of commercial
practice) of an individual, Unless we assume that the expression of the trait is
uncorrclated with age (usually an untenable assumption) lifetime perfornance is
expressed but once though, as will be discursed belov, sample portions of lifetinc
performance may be considercd ns separate cxpressions of it, Our model will be ~s

follovss

Pijk£= gy * ""j + bk + cij + dik + fjk + hijk + quK + vijkﬁ

M

b 4 n
o§=:1vi"]kf0 RSP SRR o 1743k fno g

where pijk Y is the lifetime sun (of annual nessurcs of the trait) for a plot of the
ith genotype in the ;ﬁ th replication at the jth location in the kth testing period,

(4 testing period is taken to mcan a set of years over vhich a single planting of a




genotype comparison is observed,
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0=1, 2, *» + + yis used to identify single

years of the testing period,)

8j, aj, and ¢jj have the same meaning as is equation (48)

by is

dsy is
fjk is
hijk is
Uik is
Vijkd is

Vijkdo 18

is

235k fm

1 : !
Zijk {mo 18

the effect of the kth testing period

the interaction of the ith genotype and the kth testing
period,

the interaction of the Jth location and the kth testing
period,

the second order interaction of the ith genotype, the jth »
location and the kth testing period,

the effect of the A th replication in the jth location and
and kth testing pcrlod

the effect of the plot in which the ith genotype is raised
in the jth location and kth testing perlod that is constant
for each year of the Pth testing period,

the portion of the plot erfect in the oth year that is
temporary, (These effects are assumed to be randomly
distributed with respect to plots and years,)

the effect of intra-plot environmental variation for the
mth individual of the plot that is constant for all years
of the kth testing period,

the portion of the effect of intra-plot environmental
variation that is temporary. (Thcse are assumed to be
randomly distributed with respect to plants and years,)

This model differs from that of the proceding section (equation 48) in threc

wayse (1) The unit of time involved in exprossion of the phenotype is recognized

as a sct or secries of

years instead of only one, (2) Random plot and intra-plot

environmental effects arc subdivided into a portion that is constant through the

testing pcriod and another that varies from ycar to year,

(3) The phenotype is

measured on the plot basis instead of the plant basis,
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The mean for a genotype (omitting terms that are constant for 21l genotypes,

as in cquation 49%) is

f’i:gi*
J

=S
5
o
s
o

number
number
number
nunber
number

OB R4
LI LI T

b
;—1(*‘151:)/ st

i o

s t
z (cij)/s + 2 (dg30)/t +
=1 k=1

i=1k

t r t oz y .

Z 2_ (vijkk)/TSt + i Z & (2‘ (vijkfzo)/mt
k=1 £=1 j=1lk=14=1o0=1

t ¥ n

S S X (3., )frst
YL fwpgey A

t b o n ¥
ATl R e B Metaliet i

of locations

of testing periods

of replications at cach location in cach testing period
of individuals per plot, =nd

of years per testing period,

From (52) the variance of a genotype mean is seen to be

Q. 2 2
6’5 ot R

where

~ 8

B
Silg & T

12 L4 3 R <3 2
+ S8, sk, 58 vcfr as2 ays?, .
t st rst rst rst rst

An analysis of variance using plot sums (for the entire testing period) as the unit

variable and

data collected in r replications at cach of g locations in cach of i

testing periods would take the following form,
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Sourcc of Voriation (o % o Expectation of M.Se
Location s -1
Testing period t=-1
LxTp, (s = 1)(t - 1)
Reps in L and T, st(r - 1)
Verieties G=-1 0‘2 *p )‘ﬁ + rea‘g + rto‘g + rtso’é
VxL (s - 1)(a = 1) 52+r5§+rt¢.—§
Vi1, (6-1)G-1) ?+ref +rs0?
VxL xT ( 1)(t - 1)(G - 1) " # (2
p ] 3 T (o3 TSy
V x reps in L and Tp st(r - 1)(G - 1) 52 =6’$ + yd%, + ns‘;‘ + nny"g,
Total strG - 1

In addition plot valucs by years may be ured to compute a mean squore for
"varietics x yeors in replications in locntions and testing periods" which will

2, +ne g,. If large plants such as fruit trees

have as its expected value, 5%

arc involved and therefore o minimum numbor of plants per plots would be desirable
estinates of & g and 5 5, will be useful, Thesc can be obtained using data for
individual plents by years (if aveiloble) to compute nean squares for "plants in
plots" and "ycars x plonts in plots", The expeeted value of the former will be

S 2, +y5 2 and of the latter will bo 62 .

Fron the foregoing it will be noted that a1l variance conponcnts on which
infornation is nceded ns o basis for deciding how selection experinents nay best be
conducted con be cstimated if appropriate dota arc availeble, However, data
involving nore than one testing period is not likely to be available for longflivod

plants, Indeed, cxtension of trials over tio nen-over-lapping testing pcriods
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would most likely be improctical for such plants, Alternatives that suggest
thomselves are (1) spacing locations widely enough so that weather correlation
anong then is not likely to be high, and (2) over-lapping testing periodse The
latter would nean that the planting ycar and perheps one or two nore would be
diffcrent for cach testing pcriod and the initial years may have the nost profound
effcet on lifetine performonce,

If the cost of taking data from producing plants is very great the cxpcrinmenter
should consider collecting data in only a portion of ycars of the testing period
in the case of long-lived plants unless \2,. or & :zl' are so large that so doing
would apprecisbly inecrense & g. The effcet can be seen if (53) is rewritten

in terns of & ; iyt the variance of o genotype mean on a plot per year basis,

0N

il 1 s .S
TRy 2
52 2 L ad

2 2 s 5 g
a2 r';‘°+f5"§+r$n+ oy, Sy ,ndz nd

- + +
yz sy2 ty2 sty2 rsty2 rsty rsty2 rsty

(54)

If the forn of the performomec curve over the lifetime of the orgenisn hos
eeononic importance, it will perhaps be taken into account best if considercd a
separate attribute to be neasurcd in terms of one or more regrecsion coefficinte,
Prot;leng:

11, (a)s Assunc thet a comporison of 12 ocats varietics had been conducted at o
locations with 6 replications in cach of 3 years, Write out the forn
of the analysis of vorience including the nmcan square expeectoticons
required for estinction of é and the components of 3~ g .

(b)s Suppose the ermparison had been crnducted at only one station, Write ths

anelysis with nean square expectations and show that a elean cstinate

of & é would not be awailable,
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12, A4ssunc thot you have nade a cross of two varictics of irish potatocs, that
Fa's have been tested in a discose nursery, and that adequate vegetative
planting naterial of cach of a large nunber of discase-resistont sclcetions
is at hand, Assune further that from previcus data you have good variance
conponent estinates which are as follows.
§.2 =8
& a=g
(5% g =2
Sg=4
2236
Now suppose you can plant a trial involving 400 plots that ean all be at one
location or can be divided equally anong anywhere fron 2 to 10 locations,
However, if the trial is extendcd over 2 years only 200 plote con be used per
year, How nany varieties would you put in the trial at hew nany lceations in
how meny years and in how nany replicotions per location-year? The object is
to ncke gy as lorge aos possible,
13, Below is an analysis of varionce of data collected by P. He Harvey in a
comperison of 25 corn hybrids, .
d.f, .3,
Locations 4 2772,0
Repes in Loc, 10 7243
Gonotypes 24 32,19
GxL 96 6478
Reps x genotypes in loeations 4426
Corpute estinctes of variance c nponents that can be nade fron these data,
Corpute gg for the best hybrid of the 25 on the basis of this tria o Its
average yield for the test was 3,8 above the average for the 25,
Referencess

(8) Orump, S. Lee (1946) The Estinhation of Varionce Crnponents in Anclysis of
Variance, Biometries 2:7-11,
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V. Simultaneous selection for several traits,

When the economic value of an organism is a function of more than one charac-
teristic, it is logical that each trait affecting merit should receive attention in
selection directed at genetic improvement, Hazel and Lush (9) showed that it is more

efficient to consider .each such trait in"every generation of "selection, provided each

irait is given its proper weigit relative to the gthers, than to follow the plan of
improving the individual traits one at a time, It should be noted that in certain
instances the optimum weight to be given a specific trait will be so high that the
optimum basis for selection is essentially selection for that trait alone, In such
cases the slight gain from attention to other traits may not compensate for the cost
of collecting data on them, This situaticon might be expected, for example, in the
first stages of seleetion following a cross of two strains one of which was
resistant and the other susceptible to an important diseace to which resistance was
an absclute prerequisite for practical purposes,

Giving a specific weight in selection to e-ch of several traite amounts to
basing selection on an index of the form

I=blxl+b2}(2+. ';*bnxn
where Xj, Xy ¢ o o, X, ore the phenotypic values of the traits considered and
b1y by, o« W, by are the reletive weights accorded the n traits., The tern,
selection index, will be used speeifically in reference to such en index in which
the b's are given the best estinctes of their optimum valucs;

If phenotype were uwnaffected by variction in environment every individual would
cxprese its genotypic vorth phenotypically and selection would be straightforward
and efficient, The weights to be given diffevent traits would then depend only on
their contributions to the cconomic value of the organism, However, not only do
cnvironmental varistions affeet phenotype but their cffect on phenotypic exoression is

greater for some traits than others, It is obvious that proper veighting must take
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cognizance of these facts., For cxample, surpose economic worth of an organism werc
a function of two traits and that phenotypic variation in one of these traits was
entircly non-<enetic but in the other was largely genctic, Attention to the trait
for which 21l variation was non-genctic would accomplish no genctic improvement.
On the other hand, it would mcan a lover scleetion differential and hence less

gain from sclection in the trait vhich was varying genctically,

4, Equations for the cstimotion of optimum weights,

The cstimation proccdure was first given by Fairficld Smith (10), He
demonstrated its application in a considerction of sclcetion among varictics of
whoate Details of the estimation proccdurc werc also given by Hazel (11) who
reported on the construction of a scloction index for usc writh swine, Applications
to selection in poultry have bcen considered by Panse (12) =nd Lernor et al (13),

The following derivations differ in details but not in fundamentzls from the
presentatiops by Fairficld Snith and Hezel,

Let 17 symbolize economic worth and &y the gonotype for cconomic worth, Genctic
improvement implies increase in 8z To be effoctive in increcsing 8y sclection
must be on a basis which will result in choicc of zenotypcs for vhich g7 is above
its mean for the population, Using an index of the form

I=D1X) +boXo %+ o o + bnin (55)
sclection will be most cffoctive -~hen by, by, .. e +, by arc given valucs thot make
the corrclation of I with gy as large as possible, These are the optimun values
of the b's refe red to carlicr, Thesc optimum values will he sumbolized as
’E 1s /82’ i ",/57 n®

The nroblem is of the multiple regrossion type, The X's are the independont
variables, and g the dependent varicble to be predicted or cstimated fron knovledge

of the X's, The regression model for rclation of 8y to the X'e ig

3= 7 y
&7—/30-&,»511&«9/52}{2-)-..-b/a’nxn (56)
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where gé is the average value of gy associated with a given set of X's., Tho
magnitude of /5’77 o does not concern us since it is a constant and will have no
effeet on the diffcrences between cstimates of Gire (Cnly the differcnccs are
important in the selection process,) By reference to Fishor (14) or Bnedceor (15)
vie find thot appropriate b's (estimates of the &9 's in multiple regression) are

obtained from sinultaneous solution of the following sct of equatione,

ble']?: | bfxlx'2 + 0o 0 0 4 bnsxlxﬂ = legw
BiS%yX + b8 # v o ¢ v S = Swyg

(56)

blé::l:&l + 'l'JZszJS‘l + o 0 o + %Sxﬁ = angw g

ltemember that xy = %; - X, Xy = X, - X, ete,

e )

Tou: consider the qQuantity, S5xX18y. Since X T8y t+ep,

Sxgy = S(g1 + eq)gy = Sg1g; + Seygy
However e is a random environmental effect uncorrelated with genotype, and so
the expected value of Sejgy is zero, Hence Sx18, is on the average equal to
5g18ye In like manner szgw, Sx3gy, ete, are on the average equal to 5858
Sesg;, ete. laking the substitutions, Sgyg,; for Sx18ys 5858, for Sxogy, ete,

and dividing each of the equations by (N - 1), we have

blspn 7 b28p12 + o 0 0 + bnspln = aglw \\.
blsplz * b2sp22 Y bnspzn = Bgop (
- : (57)

.
blspln - bzspa'1 0004 bnspnn = sgnw

vhere Sp11 = an estimate of the phenotypic variance of X,
8p12 = an estimate of the phenotypic covariance of Xi and Xp,
Sglw = an estimate of the genotypic covariance of Xy and Wy

etec,
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When only two traits are to be considered in selection there will be two equations
P18Sp1 * Pa%p1a = Sgyy
P18p12 * DS = By

When three traits are to be co_nsidereld the set will involve three equations
18p11 # baspin + 3813 = sy

P18p12 * Dafpon + B3 = 8
P1%13 * 35003 * Bysyas = sy

and so forth,

B, The expeated effect of selection,

The efficiency of selection can be measured in terms of the expected genotypic
superiority of selected individuals, strains, or varieties over the mcan of the
group from which they were selected, T.ir will be the product of the selcction
differential (mean difference in selection index between selected group and the
entire group) and the regression of gy on the selection index,

The selection differential in accordance with previous notation is k “)_I
and the regression of ggonI is & Igw./ ¢ "%. Thus the expected genotypic advance

is

k
kcliﬂ= ul (58)
2

Since X =X - i, Xy = X2 - i, etcey

I'-i=b1xl+b2x2+o--+bnxn

Then
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¢ . T lrie
Igy = N

2 (bm #byxy + 0 ¢ s bx g,

N
M2 xg B Y %2 B2 xe,
= * L i (59)
N N N
and
L 2
2 (-1
i ) N b, Vi, Ehgmg i x ae byin) /1
Expanding and collect'ng terms arpropriately this becomes
G% = bl[blz 3% + bzz xlx2 + 00 0 ¥ bnz— xlxn\/l\!
+ bzl:blele + bzz xg £ & o il bni xzanX/N
> * o ® bn(blz_xlxn+bzzx2xn+- . +bnz xi} /N
Substituting in terms of equations (56) this can be written
s2.nlne B xe 53 g
I = N SRR g (60)
From (59) and (60) we see that & = G% or § _ = O .
Igy I Ig,

Hence (58), the expected advance from selection can be written

Finally, remembering that, in ariving at equations (57), it was shown that

< 5
L. Ke, =L 818, Z X8, = Z 828, 5 etcs, ve can urite the expected genetic
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advance from selection based on the index ag

i m Sl
kr\\} B g * B S g et B T g (61)
where crglw is the genetic covariance of X with gg,
(fézn is the genetic covariance of X5 with gy,

etc,

C, Estimation of variances and covariances required for solution of egquations (57),
The estimates of phenotypic variances and covariances of the X's
(spll, 5512 etc,) must be appropriate to the sort of values to be used in the
index, For example, if selection among strains is to be based on means for 2
replications at each of g locations in each of % years then the estimates should be
for such values, They can be made dircetly from data involving such means or can be
built up from estimates of the variance or covariance couponents involved in
accordance with equations (50) and (53),
The estimation of covariance components from the mean products of an analysis
of covariance is exactly analogous to the estimotion of variance components from
the mean squares of an analysis of variance, This was pointed out by both
Fairfield Smith (10) and Hazel (11) though the procedure has not been used
extensively,
4n analysis of covariance involving data on tivo traits (say X7 and xz) from a

field comparison of genotypés ot different locations and in different ycars

would take the following form,
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Source of Variance (- 7% Expectation of mean product
Locations s~-1 ’
Years t=-1
2 b (s = 1)(t - 1)

Reps in years and locations st(r - 1)

Varieties ' G-1 Sy, + T, o POL S
+ rst ""‘glz

V=xL (s = 1) - 1) Ty #TE, #tr T oan

TxY (t - 1)(G - 1) Tip * TS p1p * ST 7415

VXYl (s =1)(t = 1)(g - 1) :."‘12+r5'h12

Vor x reps in year st(G - 1) (r - 1)

and location

Total strG - 1

G, s, t, and r have the same significonee as in Scebion IV, C and D, The
numeral subseripts of the & 's indicate the traits involved and the letter
subscripts have the some significance relative to the source of the
covariance components as they had in Secetion IV relative to sources of
variance components, For example 6-'012 is the covariance betveen the

1ocation-genotype interaction effects for X3 and X,

The covariance of genotype means for two traits can be written in terms of
the covariance components in a form analagous to that for variance, For example

the covariance betiween genotype meons of X; and X2 is

Cprp= 6, +202, Sa12 Sy, oy,
pl2 2
B F t st rst

(62)

The genetic covariances of the X'g vith gy can be estimated from analyses of

covarionce (like the above) of the X's with economic vorth, 4n obvious prerequisite
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is definition of cconomic worth and all data required to compute the values of it
to be used in the anolyses, In agronomic or horticultural crops, worth may in
some instances be defincd simply as yield vhereas in others a satisfactory
definition will need to involve both yicld and some measure of quality, Once w
has been defined and tabulated, cstimation of its genctic covariances with the X's
is anclagous to estinmation of genetic variances except that, as indicated above,
it involves analysis of covariance instead of analysis of variance.

In case selection is to be between individuals (instead of betrcon strains,
lines, or varictics) as is often the cusc with aninels, the variances and
covarainces of equations (57) nust be for individuals, not for group means,

The estimation of the phenotypic variances and covorirnecs of the X's is then
completely straightforverd, Hovaver, the estimation of genctic covariances will
nced to be made somcwhat indirecetly from data involving reclated animals, This
w#ill be taken up later since the basis for the possible procedurce has not yet

been laid,

D. Indirect estimation of the genetic covariances with cconomic viorth,

In some instonces the availcble data will not include all items necessary
for computation of w, When this is truec it is sometincs possible to estinate the
genetic covariances indirectly, -

Let o4, 825 * ¢ », 0p be the increases in cconomic <orth that result from
unit phenotypic increascs in traits 1, 2, ¢ o *s n vhen cach of the other traits
remains unchanged, Then the genotype for ccononic worth can be written as a

function of the genotype for the n traits,

8y = 218 + A8 + o o 0 +apg

and the genotypic covariance of w with the ith trait will be
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O—gi’ﬂ = sgi(alg1+ Gp8y + ¢ v ¢ +ayg))/N

= S(a818y + a8y + o0 e 4 age )/
=alo*gli+a26 gzi""*“i‘sgii*""”‘n's—gni (62)

If one of the n traits does not affect ccononic worth dircetly, i.e, variation in
it causecs no change in economic vorth when all other traits rerain constant, the
corresponding a-value is zero and the tern involving that a-value drops out of the
equation,

Existing data on aninals is frequently not complete enough so that direcct
cstimates of the genetic covariances beticen ceononic worth and individuwal traits
can be nades On thc other hand estinates of the genetic covariances anong the
individual treits may be possible using diffcrent bodies of data for the
estination of different covaricnces, It is in such cases that cquation (62)
becones useful, [:For exanple, sce Hazel (11).-) In the case of plants the
collection of data for the specific purpose of constructing a selcction index is
feasible and can be accomplished in a reasonable period of tinme, Thus with plents
the worker is not so dependent on oxisting data collected for othcr purposcs
as in the case with aninals, espccially those which reproduce slowly such os sheep
and cattle,

The a-values,

' The a's sten directly fron definition of econoriic worth in the organisn in
question, For example, in work with Sca Island cotton, H, L, Manning (unpublished)
defined economic worth in terns of yield, It was not necessary to bring in quality
since the entire range of quality in the population with which he was working viag
within the range suitable for the purposes for which the cotton was to be usecd,

The individual traits on which selection Wag boing based were bolls per plant (X1),



R, E, Constock
=10~ Iiinco, No, 6
sceds per ball (X,), and lint per secd (X3)e Since the cultural practice
involved a constant number of plants pcr unit erea of land econgnic worth (yicld)
was a function of these traits as follovwss
T = XX5X5

Obviously, if X were increased by unity, and there were no change in X5 or.
X3, the increase in W would be XoX3. If X were increascd by unity for the enti;-e
population, the inerease in mean W would bo S(X2X3)/N « Thus reasonable a-valucs
in this case vere

a1 = 8(X %)/

%2 = 8% X)/n
a3 = 8(X,)/N
4n alternative procedure (used by Fairficld Snith) would have been to definc
ceonecnie worth as the logorithn of yicld, Then the expression for W would have been
W = log yield = log X; 4 log X5 + log XB
Then if the index werc to be based on logarithns of the X's, the a's would all bo
1,0 since chonge in W in response to change in thc log of any of the X!s is exactly
the anount of the change in the log in question, This aporoach has the advantage
that the ats are independent of the population mean values of the X's., That
ooy be a disadvantage is that the use of logs results in giving norec weight to
variations among lov valucs of the X's than anong the high valucs,
4s an exanple fron livestock the following is Presented as a possible

definition of ceoncniie worth in dairy cattle,

WEexy -%2_x
24 X3 %

Xy = annual production of 4% Fat Corrceted Millk in 1bs,

X5 = gost of rearing ninus disposal value

]

u

length of productive lifetine in years
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XA = maintainence cost per ycar

¢ = value per 1b, of Fat Correctod Milk in cxcess of cost of production
exclusive of maintainence cost for the aninal,

X3 would not ordinarily be a useful neasure for use in selcction becausc so

nuch tite is required to obtain it that its use would seriously retard a brecding

pregron, The alternative and probably nore practical procedurc would be to treat
X3 as a constent equal in value to the population ncan for productive lifetine,
The a-valucs for X3, X3, and Xy, would then be

4 = ¢

ag = -1/%3

a, =-1

The a=valucs for any traits which do not entor the function for ccononie
worth nmust be zoro since variation in thon will not cause variation in W so long
ag other treits renain constant, Thus a-valucs for discasc rcsistence or plant
hobit in plants or for aspeets of confornation in dairy cattle would be ZCTrOq
This docs not nean that they should not rcceive weight in an index, Indecd their
genetic correlations with worth or their phenotypic covariances with other traits

iiight be such that they should be weighted heavily,

H. Goneral renarks,

The forcgeing serves only to outline vhat is involved in the problen of offi-
olent usec in selcetion of data on the various inportant traits of the organisnm in
question, To hove given sufficient detail to cover procedure in the variety of
situations in which this problen is confronted is far beyond the scope of this
coursc, The ersence of the problen is always the same but in details it differs
so much fron one situation to another that the eonstruction of an index for any
single organisn constitutes o rescarch project, Such o project will always

involve two phases,



R. E, Constock
=]2= Mincoe No, 6

1, Definition of econonic worth, Sometines this will call for congiderable
effort in itself, For exanple, in the worth function proposed for deiry
cattle the appropriate valuc for ¢ would require caorcful consideration of
the relationships over time between milk prices, feed prices, labor costs, otec,

2+ Estination of varionces and covariances required for estimation of the b's,

It should be noted that a groat deal of investigation remains to be done
relative to stotistical aspects of the seleetion indox problern, Ar.ong the nost
pressing questions ie that of the anount of date required to furnish satisfoctory
cpproxinations to the optirun index, The nost coriion procedure in practice
probably is to weight troits in proportion to their ceonormic inportance, From o
practical point of vicw it is inportont that cny basis for selcction adopted as an
alternative be at least as cfficient, To insure this there is obviously a
nininun anount of data on vhich such an olternative index rust be based, Data
being accunul-ted ot thie station will serve to throw sore light on this question

within the next fow ycars,

;Problcmg.

14e Following arc cstimatos of phenotypic variances and covariances and genctic
covariances in Sea Island cotton (fron unpublished data of H, L, Hanning),
Spll = 9,49 ) Bplz = 6.85 ’ 5p22 = 11.94
sglﬂ & 3.46 3 Bgzw = 745 s sgrm‘ = 7,20

(a) Estimote the b's to be used in the selection index, blxl + b2X2 =1,
(b) Estinate the progress expected from selection based on

1, the seleetion index

2. X3, bolls per plant

3a Xo, lint por sced

4e W, yicld

(It wina not be neeessary to substitute a nurerical value of k, since

the gain in units of k will suffice for couparison of
el k Parison of the four bases
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STATISTICAL CONCEPTS IN GENETICS

VI, Gene Frequency and the Distribution of Genotypes,

The frequency of a gene is its number in the population expressed as a
fraction of the total number of loci at which it or an allele of it is present.
For example, suppose that of 100 diploid organisms, 30 are of the genotype
BB, 60 are Bb, and 10 are bb., There are 120 B genes and 200 loci occupied
either by B or its allele, b, Hence the frequency of B with respect to this
population of 100 individuals is 120/200 = .6,

When using letters to symbolize genes, the large case will always be used
to designate the most favorable of a sct of allelic genes, Thus it will always
be understood that B is a more favorable gene than b, C a more favorable genc
than en allele g, ete, The letter g will be used to designate thec frequency of
the most favorable of a sct of allelic genes, Then if such a favorable gene

has only onc allele, the frequency of its allele will be (1-q).

The Distribution of Genotypes in a Random Mating Population,

Segregation of a pair of allelic genes (B and b, for example) yields three
genotypes; BB, Bb, and bb, Assuming random mating and equal viability of
the different gametes and genotypes, the expected ratio of genotypes homozygous
for the favorable gene, heterozygous, and homozygous for the less favorable
gene is q°3 2q(1-q)¢ (l-q)z. This can be demonstrated as followss:

The probability of a gamete conteining B is obviously g and the probability
of 2 specific gametes, i.e. two combining to form a zygote, both containing
B is qz. Thus the expected proportion of BB zygotes will be qz.

The probability of a gamete containing b is (1-q) and the probability of
2 specific gametes both containing b is (l-q)z. Thus the probability of bb
zygotes will be (1-q)2,

The remainder of the zygotcs must be of the Bb type, Since the total of

the frequencies of the three types must be 1,0, the oxpected frequency of
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heterozygotes is
1-¢? - (1-9)% = 1-¢® = 1 * 2q - ¢® = 2¢-2¢° = 2q(1~q).
When two gene pairs (say B, b and C, c) cegregate independently, the

expected frequencies of the various possible genotypes will be as follows$

Genotype Freonency Frequency of BB, Bb, and bb
BBCC a2 g2
BBCC af 2q,(1-q,) a2
BBCC qg(l_qc)z
BbCC 29, (1-q,)q2
e 2q, (1~q,)2q,(1~q ) 29, (1-q)
Bbee 2qy,(1-q) (1-q,)?
bbCC (1-qb)2q§
bbCe (1-ay)*2q,(1-q,) (1-q,)
bbee (1-qb)2(1_qc)2

The key to these frequencies is obvious. For example, if the probability
of a genotype containing 2B's is qg and of a genotype containing 2C's is qg,
the probability of a genotype containing both 2B's and 2C's is qﬁq% a

In general, if n gene pairs are segregating independently in a random
breeding population and viability is equal among gametes and zygotes, the
expected frequencies of the various genotypes can be obtained from expansion

of the expression
["*1*"*1 - (1-q1)a1] 2 [quz * (1-q2)32] e [ann : (1'%)%] Al

In each term of the expansion the particular combination of i's and a's

species the genotype, and the portion involving q's and mmerical values gives
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the frequencies, For example, if n = 4, one term of the expansion will be

2
4q1q2(1-q2)q3(1-q3) (1-q 4)2 %Ala,)a,, 28,8, .

This term indicates that the genotype, Alﬂl;zaz‘;BaBa [.La 40 will be expected in
tho frequoney M%z(l-qz)%(l-qB)(1-q4)2. There will be a term in the
expansion for cach of the possible genotypes,

Of some speccial interest is the frequency of the genotype homozygous for
all of a sct of desired genes, Clearly this will be q% qg SNy qﬁ. 3

Q) = Qy T eeees = g, as in the F, of a cross of homozygous lines this becomcs

q2n.

Linkage between loci provents independent scgrogation, In the event of
linkage between loci the foregoing relative frequencies of genotypes may be
regarded as equilibrium values thet will be approached over a span of
generations if the actual frequencies in a random breeding population are for
any reason out of equilibrium, For example, the joint distribution of
genotypes at linked loci may be expected to be out of equilibrium in a
population descended from a recent cross of contrasting genotypes., How
rapidly equilibrium is approached will depend on the closcness of linkage o

(see

The Distribution of Genotvpes in Inbred Populations,
Inbreeding may be defined as the mating of rclated individuals, It is a

form of non-random mating, The closest or most intense sort of inbreeding is
self-fertilization, Because rclated individuals are more likely to possessthe
same genc at any given locus than are non-related individuals the progeny of
matings involving inbreeding will on the average be homozygous at more loci

than the progeny of random matings,
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411 sorts of inbrecding which result in progressive decrease in
heterozygosis break a population into non-interbreeding lines, For example,

a self-fertilized line can contain no more individuals in any one generation
than can be produced from the seed of a single plant, the parent of that
generation, 45 heterozygosis decreases the individuals belonging to such a
line must become more and more alike in genotype. On the other hand different
lines may become homozygous for different genes at a given locus and so while
inbreeding reduces genctic variation within lines, it increases the genetic
variation in a population of such lines,

Wright (16) devised a measurc of inbreeding commonly called the cocfficient
of inbreedinz, Its calculation is such that its magnitude is the expected
decrease in heterozygosis in an inbred population ac a percentage of the
heterozygosis that would have been expected in the same population if there had
been no inbreeding, Inbreedinz as measured by Wright's coefficient will be
symbolized as f, The distribution of genotypes invelving two allelic genes

in an inbred population will be as follous,

Genotype Frequency

BB q® + f£q(1-q)

Bb 2q(1-q) (1-£)

bb (1-9)? + £q(1-q)

Comparing this distribution with that expected under random mating it will be
noted that the increase in homozygous loei is divided equally between the BB
and bb types, 4s f approaches 1,0 the frequency of the BB type approaches g,
and that of the bb type approaches (1-q), The gene frequency in the whole
population is unaffected by inbreeding if the population is large, On the
other hand the gene frequency in any one inbred lines of the population shifts,
as inbrecding continues, from q to either 1,0 or zero. There is no directional

force involved in this shift. It occurs, instecad, because when a linc is
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carried from one generation to another by only a few gametes, the opportunity
for random shift in gene frequency is greatly incrcased, This is most casily
perceived in the casc of self-fertilization whorc the linc is carricd from
onc gencration to the next by but two gametes, Obviously if the linc is
heterozygous for a gene in onc generation there is an cven chance that it
will be homozygous in thc next, Thus the expected decrease in hetcrozygosis
in any generation is fifty percent of that present in the preceding one,

The derivation of Wright's coefficient and some of the conscquences of

inbreeding will reccive attention in a later section,

Referencesg:

16, Wright, Sowall (1922) Coefficicnts of Inbreeding and Relationship,
Amer, Hat, 56:330-338,

17.
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VII, Genotypic Variance Arising from Segregation of a Single Pair of Genes,
If both members of a gene pair (say B,b) are present in a population,

three genotypes (with respect to the B locus) will appear; BB, Bb, and bb,

Assuming random mating and equal viability of the different types of gametes

and zygotes, their expected frequencies will be in the ratio q232q(1-q)=(1—q)2.

Let the average effect of bb on the organism be v, that of BB be (v+2u), and

that of Bb be (v+utau), Note that the effects of the three genotypes are

not specified as constant but in terms of averages for the population, These

effects would be constant only if there were no interaction of genotype at

the B locus with either the remainder of the genotype or with environment,

The situation is summarized in tabular form below,

Genotyve Fregquency ¥ X X
BB q? zt2u T u 2
Bb 2q( l-g) z+utau au il
bb (1-q) z -u 0

y' is the phenotypic average for the specified genotype,
2, the value of y' for the bb genotype, is the sum of
v and the average effect of the remainder of the genotype with
respect to the population of environments involved.
y is obtained by coding y': y = y' - (z*u)
x is the number of B genes in the genotype.
2 reflects the dominance involved in the action of the genes, When
a = 0, the heterozygote is midway between the homozygotes, i.c.
there is no dominance, If there is dominance of B, a > 0,0; if there
is dominance of b, a < 0,0.

The total genotypic variance due to segrogation of this pair of genes is

S(7R) - (sy)*/n

2=
Ty S

Since N, the total frequency, = 1.0

o 2=57 - (s9)?.
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Sy = qfu + 29(1-q)au - (1-a)?u
= (q® = 1+ 29 = ¢°)u + 2q(1-q)au
= (2g=1)u *+ 2q(1~-q)au (63)
872 = gRu? + 2q(1~-q)a?u? + (1-q)?u?
and 0‘3’; = [qz g (1.q)2] eI Y [(2q—-l)u K 2q(1—-q)au]2

[}

[qz + 1-2q%¢° - qu*éq-lj u? - 4q(1-q)(20-1)av?
* [2a1-0) - 40%(1-9)" [ a2

2q(1-q) [1 + 2(1-29)a * (l—2q+2q2)a2] u? (64)

[

The total genotypic variance, %, is divisible into portions which are
called (a) additive genctic variance, and (b) variance duc to dominance
deviations from the additive scheme [Sce Wright (18) and Lush (3), pagc 74] .

The additive effect of the gene B may be defined as the regression of
y! (or of ¥, which will be equivalent) on X, the number of B's in the
genotype, This definition is couched in different words but has the same
meaning as that given by Wright (18). The additive genetic variance (or the
variance duc to additive cffects of the genes) is the variance in y that is
accountable to lincar regression on x, Remembering that the regression
coefficient is computed in a manner that minimizes the variance dus to
deviations from regression, it will observed that the additive effect of B is
defined such that as large a por tion of(;‘§ as possible will be explained
on the basis gdditive gene effects.

It happens that in a population where mating is random, the additive

effect as defined above is the response that would be obtained from substituting

B for b, averaged for all loei in the population at which b is present (and

hence the substitution is theoretically possible), Thus, the concept of
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additive effects applied when gene action is not of the simple additive
sort is not so abstract as it may at first appear. Lush (3, page 73) defines
the additive effect of a gene in tcrms of its substitution value,

The derivation of formulae for the additive effect of B; the additive

genetic variance, and the variance due to dominancc deviations is as follows,

Sx = 2% + 2q(1-q) = 2q (65)
6—32(: = 5x2 - (Sx)2 (remembering that I = 1)
= 4q® *+ 2q(1-q) - 4q? = 2q(1-q) (65)
G.X; Sxy - (Sx)(Sy)
= 2q%y + 2q(1-q)au - 2q ((Zq-l)u + 2q(l—q)au]
[sce (63) for Sy.]
= [2q2 - 4a? * 2] u + 2q(1-q)(1-2q)au
= 2q(1-q) [1 + (1-2q9)af u (67)
The additive effect of B is by our definition
b= 6 ,/G, = [1 + (1-29)a) u (68)

It is comparatively simple to verify that this same value will result from
computation of the average substitution value of B, Substitution of B for b
in the heterozygote increases y' by the amount (u-au). The frequency of
heterozygotes is 2q(1-q) which is therefore the frequency of possible
substitutions having the effect (u-au)., Substitution of B for b in the bb

genotype increases y' from -u to au, i.e, by the amount (u*au). Since the

frequency of the bb genotype is (l—q)2 and since there are two loci per individual

of this genotype at which the substitution is possible, the frequency of
possible substitutions having the effect (u*au) is 2(1-q) 2. The average
effect of all the possible substitutions is

2q(1-q) (u-2u) *+ 2(1-q)?(u*au)
2q(1-q) + 2(1-q)2

- alwa) * Geadetaw) [ . (1-29)a] u

q * (1-q)
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as obtained for the regression of y on x see (68)
The additive genetic variance, to be symbolized hercafter as 6— 2,
was defined as the portion of (G~ § due to regression on x, Hence

2 G . o
Gg -# = 2q(1-q) [1 (l-2q)a] u (69)

[from (11), (66), and (67)]

Note now that when a = 0, i,e. when there is no deminance, (j‘s = O'§
[substitution of a =0 in (44) and (69) leads to 2(:1(1-q)u2 in both casesJ a
This is logical since with no dominance, we have simple additive gene action
and all genctic variance should be of the additive sort. On the other hand,
whenever a # 0, g(a‘ § « The difference is the variance due to deviations
from regression resulting from dominance and is termed variance due to
dominance deviations (from the additive scheme), It will be symbolized

hereafter as O g .
2
671 g = C-f, 0 O—é 5 4012(1-01) a2u? (70)

[from (64) and (69)]

Values of the Additive Effect and the Genetic Variances when a takes Values
ol Special Interest

1, When a = 0.0, i,e. there is no dominance,
(a) byy = u for all values of q.
(b) (3_5 = O'; = 2q(1-q)u® with maximm value when q = .5. Values are

listed below for several values of q.

- Gg=03%

2 1808
2 . 3211

&3 J2uR
o 48u

o5 5002
06 .48112
i) 4208
8 3208
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Note that for q = .2 to .8 the genetic variance is from 64 to 100
percent of its maximum,
(c) O g =0
2. When a = 1,0, i,e, when B is completely dominant to b,

(a) by = 2(1-g)u. It approaches 2u as q approaches zero and approaches
zero as q approaches 1,0, Thus the additive effect of a dominant gene
is high when its frequency is low, but low when its frequency is high,

(b) 6‘5 = 4q(2-q) (1—q)2u2 with maximm when q = .293[For corresponding
formula scc Wright (19)] .

{c) (Y: = 8q(1—q)3u2 with maximum when q = 25,

(a) G_% = qu(l-q)zuz with maximum when q = .5,

The maximum for 6— g is at q = .5 for all values of a. [For formulae
corresponding to (¢) and (d) seec Fisher (20)] .

(e) The ratio of G é to G§ 45

C & G2 = 20-9)/(2-q)
which approaches onc as q approaches zecro and approaches zero as q approaches
one, in harmony with the behaviour of the additive cffect of the gene,
Values of this ratio and its complement, (§ 3/ a 5 , are listed below

for various values of q,

1 6‘25/6 321 Gﬁ/ 6-327
2 «88 +12
oh 75 25
o5 «67 «33
W5 57 o43
o7 o46 75
.8 33 67
o9 .18 .82

3. When a » 1,0, i,e. when the heterozygote is superior to the superior

homozygote, and q = ;;_a .
a




-11- Mimeo, No, 7

R,E,Comstock:6:49
(a) byx =0
b 2=0
() G 2
2 = 2
(C) G d G y
(d) ¥y = (2q-1)u * 2q(1-q)au is at its maximum,
1+
o is listed below for scveral valucs of a.
2 (1*a)/2a
1.0 1.0
15 .833
2,0 75
3.0 667
440 <625

Problems:

Plot by_x, <3 ?,, G é, O g, and (5~ é/(_‘j’ 5 against q for a = 0, .5,

1.0, 1.5, and 2,0,
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STATTISTICAL CONCEPTS IN GENETICS

VIII, Genetic Variance Arising from Segregation of Two Independently Assorting
Pairs of Genes,

Consider two pairs of genes (say By, by, and By, b,) segregating independently
in a random breeding population. Assuming equal viability of all types of gametes

and zygotes, the distribution of genotypes may be represented in a two-way table as

follows:
By, by genotype
By, by genotyps BlBl B,b; by by Mean Frequency
) R

BoB, q%p? 29(1 - a)p® (1 - %2 o2
Y22 P o2 1o

Bob, 2°%(1 = p)  4a(l- o)p(1-p) 2(1~ q)%p(1- p) 2p(1 - p)
Ll i o1 ta

bsb, @*(1 =~ p)® 2q(1-q)(1-p)? (1-q)2(1~p)2 (1-p)?
T Y10 Yoo Lo

Mear Y2° Yl° YO° Yao

7 2 2

requency q 2q(1 - q) (1-q) 1.0

q 1s the frequency of the gene By, and

p is the frequency of the gene By .

The expressions in p and q in the nine cells of the table are the frequencies of

‘the nine genotypes resulting from the possible combinations of one of the Bl’ by
genotypes (indicated on the upper border of the table) with one of the Bo, b2
genotypes (indicated on the left border of the table), For example, q2p? is the
frequoncy of the B1B1ByBp genotype, The genotypie values are symbolized by Y with
subscripts identifying the genotype, The first subscript refers to the Bl locus,

the sccond to the By locus, and the numerical valuc of the subscript specifics the
number of favorable gones, Thus Y15 is the genotypic value of the genotype containing
one By and two B2’s, i.e, the genotype BjbiBoBos The presence of a dot in place of

a rumerical subseript indicates a weighted average of the Y's for all genotypes of
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the locus indicated, Thus, ¥,, 1s the weighted mean for the genotypes, ByB;BBo,

BlBlBZbZ’ and B1B1b2b2’ i.e,

Yy, = 0%y * 20%Q - )¥n * (1 - p)3Yy,
Y, ., is the weighted mean for all genotypes for both loci, the genersl mean,
The total variance among the ¥'s (or in other words, the total genotypic
variance) can be partitioned into three major parts,
(1) The portion between By, by genotypes.
(2) The portion between B, b2 genotypes,

(3) The remainder which arises from interaction among genotypes at the two loeci,

The first two portions can be further sub-divided, in accordance with Section VII,
into additive genetic variance and variance due to dominance deviations from
segregation at the By locus and the Bp locus, respectively, It may be helpful to
consider this partitioning of the total variance in terms of an analysis of

variance table,

Source of variance d.fe
By, by genotypes 2
Regression on number of By genes i
Deviations from regression 1
Bps by genotypes 2
Regression on number of By genes 3
Deviations from regression 1}
Interactions among By, by and Bz, b2 genotypes 4
Total g

Let us first consider the variance due to By, bl genotypes and its subdivision into
additive genetic variance and variance due to dominance deviations arising from
segregation at the By locus, In terms of symbols established in Section VII,

Yoo =2t 29
1o T Z2Y U tagm

YO° Bz
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(The subscript attached to 2 and u identifies them with respect to the locus for

which they apply, the By locus,) Obviously,

uy = (Y, ~ ¥y,)/2

R

3quy = (2Y1. - YZ“ - YO,)/2 (71)
o (BN, =%, - T)
A an - YO"

These values could be substituted in equations (69) and (70) to firnish expressions
for 5‘3 and ﬁ‘g in terms of the ¥'s, but the expressions become cumbersome and
have not proven very useful, It has been found more convenient, when analyzing two
locus genetic systems, to first assign numerical values to the Y's, making it
possible to determine u and g as functions of g and P which can then be substituted
into equations (69) and (70). The valuss assigned the Y's will of coursc depend

on the genetic situation to be studicde Two cxamples are given near the end of this
section,

The values of Upy 85U, and ap are obviously

u, = ‘Yqz - Y.O)/Z

~‘2L2'L12 = (2Y'l - Y'Z - Y-O)/'?' ( (72)
A
2 Fa-Yp-v5
Y‘2 - YoG

The total genotypic variance is
2 2
S(Yy5 - %,,)2 = P43, + 2901 - QPP * o 0 4 (1~ g)R(1 - ok

4s before the corrcetion term is simply the squared mean beeause the total
frequency is unity, Now, if we sct

Yoo =1,  + (Y.Z =L b (YZQ S N iy

le o Y-t # (Yoz P Y.u) % <Y10 i Y-c) i i]_2
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and in general

Ty =L, ¢ (X =Y )+ (4 ~1,)+ 1 (74)

We have defined a set of i-values such that
i35 = Y45 - (Y.j =X) - (¥, ~¥) =¥ (75)
If we substitute for the ¥'s in (73) in terms of (74), the following expression can

be obtained

8(Tg5 ~ ¥, )2 = [pZ(Y°2 =1, 0%+ 21 - p)(T,y - 1,02 ¢ (1 - p)(¥,0 - Y”)EJ

* ,_qz(an - 4)0% % 201 - @)(g, - 7,07+ @ - 93, - Y”)z}

i o
2:2 D2l 2 2,2
¥ [ 2%, + 2q(1 - Q)p?%, *(1-d7Q - p)ag,

The first of the three bracketed quantities is the sum of squares due to differences
among means of the B2, by genotypes, the second is the sum of squares due to
differences among means of the By, by genotypes, and the third is the sum of squares
arising from interactions among genotypes at the two loci, Remember that the total
frequency is unity and that therefore the variance and the sum of squares are

equal, Remembering, also, that the variance among mcans of the genolypes for a

given locus is composed of additive genetic variance, é, and variance due to

dominance deviations, (5'§, the variance from segregation at two nen-linked loei

can be expressed as

G2 g2+ g2+ 52 2 2

¥ &1 g2 Gd * Oigh ) s (755.)
1L 2 1

where numerical subscripts identify the locus and 5 g is inteoraction variance,
The i's may logically be called intcraction offocts. ILush (21) calls them cpistatic
deviations from the additive scheme, Interaction variance is absent when all ils
have the value zero, i.e,, when there are no interaction effects.

The analysis of variance table indicated but four degrees of freedom for

interaction, This suggests that relationships exist among the i's such that all
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could be expressed in terms of four of them, It is not difficult to show this to
be the case, Note that
2
T = Popp + 20(1 = p)Ty * (1= p)°%,,
Substituting for the ¥'s in terms of equation (74), we get

Yo = p° }:Y.. AL = ) M, = ) ¢ izﬂ

+ 2p(1 = p) (_ A T e SRS & R A i21]

*(1-p)? [Y.. F Y -1,,) ¢ (T - 1,,) ¢ i20]

Yoo * PPiggt 2p(1 = )iy + (1 - p)ay

u

from which it is apparent that
2 . 2 o
P122+2P(1-P)121"’ (l-P) 120_0 °
Proceeding in the same way a total of six such expressions can be shown to holde

However, only five are required to specify all the relationships, The following

is one set that embodies all the relationships among the nine s

iz =0 ]

25 L +
Py, * 2p(l-p)121+ (L-p isg = 0

i
o

Py *+ 2p(1 - Pl * (1 - p)21OO =

I
o

iz * 21 - Qi+ (1 - 93, (76)

2, i
A * 21 = @iy * (1 - By, = 0

iz + 241 - Wiy * (1= Q)P =0 J

Making use of these experssions all nine i's can be written in terms of only four
of thomg
When interaction among genotypes of the two loci is absent, i,c., whon 211 i's
cqual zero,
To2m Yoo = Ty = Ty m Ly = T = L, - T,
- )

Mg = Tpp = Top = Ay = Yy = Yy =2Wg = Yoo = Yy = 2¥y, = ¥, - YOQ
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These equalitics hold only when all i's arc zero. Now expanding equations (71)

for uj and aju;, we obtain

2oy = pR(Yap = Yp) + 20(1 = D) Yy = Yp) + (1 = P)2(¥y = Yop)
and

2aq% = PA2G = Yo To) * 20(Lm p) (21 = Ty = Xy) + (1w p) (2Hypm Ty )
From these expressions we see that when equations (77) hold (in other words, when
interaction is absent) the values of uy and ajuy, which measure differences among
the effects of the By, by genotypes, are not dependent on P» the frequency of B2.
Of course, this is only a high~powered way of showing that interaction is absent
when interaction is absent, Viewed in this way, the content of this paragraph seems
a silly matter of going around in circles, However, the fact that, when interactions
are present, uj and 811y vary with frequency of a gene other than By should upon
reflection prove illuninating with respect to just what the values u and a
represent, It should be apparent that these quantities are not constants for any
particular locus, but that they may have one value in one population, another value
in another population, An obvious extension is the fact that the additive genctic
variance and variance due to dominance deviations arising from segregation at a
particular locus can be affected by the frequency of genes at other loei as well as
by the frequency of gones at the locus in question,

The final point to be made is that in the absence of interactions among non-

allelic genes the total genetic variance from the segregation of a number of genc
pairs is simply the sum of the additive genetic variance for all pairs plus the sum

of the variance due to dominance deviations for all pairs, Symbolically,
2 s
g™ pX oy ; v s s

whon there arc no hon-gllelic interactions,
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Examples
It is instructive to study the compogition of the variance from a pair of
loci assuming specific interaction systems,
Case 1

Consider the classical case of complimentary action between two genes, in

which either gene by itself has no effect but the presence of both results in an

effect which does nct depend in any way on whether either gene is present in the
duplex or simplex condition, Examples of this gsort of two factor inheritance are
given and discussed by Sinnott and Dunn (22), The situation is adequately specified ‘
by setting

Y22=Y21—Y12=Y11=1 |
and

Y207 Y02 = Ty = Yo = Yyp = 0

Then Y5, = ¥;,0 = p? + 2p(1 = p) = p(2 = p),
Yoo = 0 |
and from (71)
y =p(2-p)/2  and a] = 1,0

From (69)

(j"gl = 2q9(1 - q) [l (1 - 2q)a1J2uf

= 2q(1 - 9)p%(2 - p)?

and from (70)

2 2 2
g = 4a°1 - q) a?u? = g"(1 - 9)%p2(2 - p)2

Procseding in the same way
20
6 &, = (A = p)?*(2 - g)? |
and
2

S d, = p?(1 - P)2q2(2 = Q)z
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To obtain the total variance Y,, must first be computed
Y., = @2 + 2q(1 - )p? * 24°p(1 - p) * 4a(1 - @)p(L - p)

The total variance is then

5 3?; = g2 + 29(1 - q)p° *+ 29°p(1 ~ p) * 4q(l ~ q)p(l = p)

) ‘f 2
= [_:12?2 * 2q(1 = )p? * 29°p(1 - p) * 4q(1 - @)p(1 - p) |

= pq(2 = p)(2 - q) [l - pq(2 = p)(2 = q)]

From (752) the interaction variance is

It turns out that

—2 ’ ] 2

O §=ra(2-p)(2=~aq) Ll-p(z-p) - (1-p) q(2-q)j s
Note that when either p or q equals either zero or one, & i = 0o This is as it
shovld be since in those cases the gonotype at onc of the loei is constant for the

entirc population, i.es, therc is no variation at the one locus to interact with

variation at the other,

Table 5 lists values of 5 %, S é, < 3, and (5 ? for various valucs

2
of P and Qe o5 g1 and § 52 are summed to give total additive genetic variance,

S gs and & 51 and 5 32 are summed to give total variance due to dominance
deviations, & 2,
Significant aspects of Table 5 are:

o
lo & § is but a small fraction of (S % cxcept whon both p and q are small,

2. S 3 is small as a fraction of & % except when both p and g are large,

2
¥
3e S é is the major component of S % except when both p and q are either large

or small,
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Taoble 5, Components of genetic variance from action of two complimentary gene
pairse
P o) o3 o5 o7 o9
1 : 20105 JOLSL, 20865 o1221 »1430
6‘-?1 0006 0037 0068 .0083 .0082
. 20237 0384 .0289 0126 .0015
o2 <0348 .0875 21222 21430 B
o3 o} é 1071 1483 .1803 »2022
2 «0229 <0411 20480 20453
o % 062 L0468 <0204 .0025
g 1924 .2362 L2487 +2500
.5 &g «1406 .1248 .1235
52 0703 .0766 ,0658
iy .0352 .0153 .0019
g 22461 <2167 -1912
A o2 0626 .0385
5 .0703 20499
e 20068 +0009
s3 «1424 .0893
5 BN .0035
a2 L0159
3 .0001
& & <0195

The student should note that the genetic model just considered is related to

the sort that Beadle (23) and his associates have found in control of physiological

processes in Neurospora,

dependson the presence of no less than seven genes,

For example, the synthesis of arginine by Neurospora

It appears that each step in
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a chain of chemical reactions is catalyzed by a specific gene and that if one of
these genes is absent the chain is blocked at the point of the reaction for which
the absent gene is catalyst, Thus all seven (perhaps more) genes must be present
or orginine cannot be formed, The difference between the model considered above
and the situation in Neurospora lies in the fact that the cells of the vegetative
portion of the life cycle of this mold contain only the haploid chromosome
complement and hence dom‘nance and recessiveness of genes is not a factor, However,
a few instances are known of chemical reactions in humans under control of specific
gencs and hence there is reason to belicve that, fundamentally, classical
complementary gene action is an important genctic model, Consequently, it will
receive special attention in a later section devoted to the effeoct of selection,

At that point systems involving more than two gene pairs will be considered,

Cage 2
Consider two pairs of genes to which the response of a character is completely
additive (no dominance, no interactions of non-allelic genes), However, assume that
the optimum for the character with respect to adaptability or selective value of the
organism is not an extreme value but rather an intermediate value. This model has
been considered by Wright (18), It is not difficult to visualize characters for
which the model may apply, Corn can be too tall or too short and it is quite
likely that the liver of a cow can be too large or too small for optimum balance
with the rest of the animal, It is not impossible that the genes controlling
height of corn and size of liver in cattle may act in an essentially additive
fashion on height and size, respectivelyol/ However, because adeptability in these
;/The critical will point out that there is heterosis for height of corn and that
therefore gene action cannot be additive, True; general vigor is reflected in
height as well as in other traits, On the other hand, equally vigorous strains or
lines (as measured by criteria other than height) may vary greatly in height, Thus
we must admit genes which affect heilght independent of vigor and these may exert
their effects in an additive fashion, In harmony with this, there are tall inbreds

which when crossed produce still taller F1's, and short inbreds of which Fits
exhibit heterosis for height but may be even shorter than certain inbreds,
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cases is not a lincar function of height or size their effects in terms of
adaptebility would not be completely additive,
4s a specific example, assume that, measured in toims of adaptability
Yo = %50 = 0
To1 = H1o ™ Ty = Hpy = 3
o 7 Loy TS =04
Note that the optimum genotype is one with two plus genes, regardiess of the locus
at which they are prosent; and that genotypes with more or less plus genes are not
so favorable, the least favorable genotypes being thosc in which the mumber of plus
genes doviates by two from the optimum rumber,
2

Y, =6p(1-p) *4(1-p)=4-2p2p
2

3% + 8p(1 - p) + 3(1 - p)2 =3+ 2p - 2p
0. = 40% * 6p(1 - p) = 6p - 2p?

<
I

From equation (71)

73

y = (¥, - YO.)/Z =2-4p=2(1~ 2p)
ajyy = (2%, - ¥, - Roat/2ie
a7 = 1/2(1 - 2p)
Substituting in equations (69) and (70) and reducing

o} 21 = 29(1 = q)(3 - 2q - 4p)?
S 31 = 43°(1 - q)?

From the symmetrical nature of tho model it is obvious that
2
S g, = 20(1 = 5)(3 - 20 - 49)
2 I
S g, = #%1 - p)?

Computing (5 5 dircetly for different valucs of P and q, and obtaining ¢ § by

subtraction of (& s and Cs'g from %, we obtain the valucs listed in

Table 6,
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The principle points to be noted from Table 6 at this time are:
(1) That it deviates in its composition from Table 5, The significance of this
is that the consequances of gene interactions vary from one system to another,
(2) That when p and g equal ,5 additive genetic varience is zero though total
genetic variance is considerable, This situation is true at this particular
Table 6, Components of genetic variance from the action of two pairs of genes to
which the primary response of a charscter is strictly additive, the value

of the character in terms of total fitness of the organism being greatest
at an intermediate expression of the character,

q

P Pt o3 o5 o7 o9
i ¢s - S PR W .61 .23
G 3 .06 Ll .28 Al .06
c2 .13 .30 .36 .30 .13
e ooy 2,65 2,04 1,12 e
o e el 39 .13 .61
6% .35 2 .35 2
c % o7 .8 W1 30
s 2 2,27 1.65 1.19 1,12
o5 & .00 39 Lo
By +50 42 228
<3 1,00 .84 .36
G Lol ol s o
o s é 1,21 2,14
S 3 o35 21
g o7 #30
¢ 2,27 2.65
9 i 2.08
O'?i .06
of 13
o2 2,27
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point relative to gene frequencies because the optimum number of plus genes
was assumed to be two which is one half the total number possible, Had the
optimum number of plus genes been one or three, there would have been
additive genctic variance whon p and g were one-half, but it would have been

absent at certain other combinations of the gene freguencicse

Probleomss
16, Given Ygq = 0, all othor Y's oqual 1.0, Dotormine G 3, & 3, & 2, and

2
8} y;f.‘or

8y, PR @ ob
be p = q= o2
Co P=q= o8
(s s R R R )
Sy DI=NCE N =00
17, Given Yoo = 4, Y21 =Yjp=3, ¥pn= 102 = Yll =2 YlO = YGl = 1, %o =0,
Dotermine & g’
q as in problem 16,

'} 5, S g, and (Ts?, for the samo pairs of values of p and

Reforencess
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